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Part 1: Fake It Till You Make It

Standard Flow Configuration

Target Final State to Achieve

How to best populate the grid cell values, to reach the final state “as quickly as possible”?



But why do we care about this?
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Standard Flow Configuration

Target Final State to Achieve

Lots of CO2 output for no reason! We better find a fast way to spin up to the final state.



Use an existing tool – differently! – No Math Version

Instead of using the synthetic turbulence generator as an inflow, populate the grid with data!
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Can you guess which one is fake and which one is real?

BreatheLab affiliates are NOT allowed to answer/respond!

(a) (b)



Let’s test how good is this fake turbulence
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A factor of 7-8 faster compared to conventional methods

End of Part 1



Part 2: GenSDF 

But Why?

Memory hungry trimesh library
Slow python code and many more……

Solution

Modern Fortran + MPI based implementation
- Low memory requirements
- Easy to port to existing CFD solvers in Fortran
- Good excuse to program :) 



Computational Grid Geometry

STEP 1: Parsing Into Memory

Bounding Box

STEP 2: Tag B-Box on Grid

Co-locate B-Box on Grid

Parallelize

STEP 3: Decompose workload

0 1 2 3

STEP 4: Compute SDF

Gather
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Thank you!


