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Abstract— The acquisition of both local and global features
from irregular point clouds is crucial for 3D object detection
(3DOD). Current mainstream 3D detectors neglect significant
local features during pooling operations or disregard many
global features of the overall scene context. This paper pro-
poses new techniques for simultaneously learning local-global
features of scene point clouds to enhance 3DOD. Specifically,
we propose an efficient 3DOD network in indoor point clouds,
named SimLOG, which utilizes simultaneous local-global feature
learning. SimLOG has two main contributions: a Dynamic
Points Interaction (DPI) module to recover local features lost
during pooling, and a Global Context Aggregation(GCA) module
to aggregate multi-scale features from various layers of the
encoder to improve scene context awareness. Unlike traditional
local-global feature learning methods, our DPI and GCA modules
are integrated into a single feature learning module, making it
easily detachable and able to be incorporated into existing 3DOD
networks to enhance their performance. SimLOG demonstrates
superior performance over twenty competitors in terms of
detection accuracy and robustness on both the SUN RGB-D and
ScanNet V2 datasets. Specifically, SimLOG boosts the baseline
VoteNet by 8.1% of m AP@0.25 on ScanNet V2 and by 3.9%
of m AP@0.25 on SUN RGB-D. Code is publicly available at
https://github.com/chenbaian-cs/SimLOG.

Index Terms— SimLOG, 3D object detection, dynamic points
interaction, global context aggregation.
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Fig. 1. The module of Dynamic Points Interaction (DPI) is designed
to preserve local features. DPI enables a seed feature f p to interact with
each point feature in the corresponding point set features f s to preserve
local features. Located within the Residual Points Learning (RPL) module,
DPI takes features before and after pooling as input, achieving feature-level
interaction to recover potential features lost during the pooling process.
Specifically, SG initially downsamples the input point cloud and groups
nearby points to form point set features f s , which are then processed by N
ResMLP blocks in RPL. Subsequently, the max-pooling operation is applied
to aggregate these features into the seed as point-wise features f p . The
innovative DPI module compensates for any lost features of f p caused by
max-pooling in RPL, given that f s contains abundant local features.

I. INTRODUCTION

REAL-WORLD indoor scenes can be digitally captured
and efficiently represented by point clouds [1], [2].

However, the captured point clouds are spatially irregular as
compared to 2D images. They also exhibit characteristics of
sparsity, incompleteness, noise, and outliers, particularly at
edges, corners, and occluded regions. Extracting features from
these irregular and degraded point clouds tends to weaken the
ability of cutting-edging 3D object detection (3DOD) models
to accurately locate and identify objects.

Representation learning on point clouds is the first step for
indoor 3DOD networks. Currently, four types of representa-
tion techniques are widely used, i.e., point-, voxel-, pillar-,
and BEV-based methods. Point-based methods [3], [4], [5],
[6] take the raw point cloud as input without any trans-
formation. By iteratively downsampling, they can effectively
learn local features. Voxel-based methods [7], [8] divide the
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point cloud into regular 3D voxels and apply 3D CNNs to
learn local features. However, the memory and computational
costs associated with these methods increase exponentially as
the resolution of voxels increases, making it challenging to
strike an optimal balance between efficiency and accuracy
for these methods. Compared to voxel-based methods, both
pillar- [9], [10], [11], [12] and BEV-based [13], [14], [15]
methods offer higher efficiency in processing point clouds.
Specifically, pillar-based methods simplify voxels into pillars
without splitting along the Z-axis, but through discretization
in the X-Y plane. They employ max pooling to aggregate
features of all points within each pillar into a single “pixel” in
a sparse pseudo-image that can be processed by a conventional
2D backbone for 3DOD. BEV-based methods compress voxel
features along the Z-axis through a pooling operation or by
stacking 3D convolutions with a stride of 2, thereby generating
Bird’s Eye View (BEV) features for 3DOD from a top-down
perspective. Both types of methods were initially designed for
outdoor autonomous driving scenarios, with the assumption
that objects are solely distributed across the X-Y plane and
with no objects stacked along the Z-axis.

The key to 3DOD is the simultaneous learning of different
scales and types of features from scene point clouds, to effec-
tively capture both local geometric details and global scene
features (context). The local features aid in the regression of
the size and orientation of object bounding boxes, while the
global features enhance the classification of objects. Existing
point-based 3D detectors primarily rely on the point-based
backbone, such as PointNet [16], PointNet++ [17], as well
as more recent architectures like PointMLP [18] and Point-
NeXt [19], to effectively learn point features. As a result,
they naturally inherit several demerits of these point-based
backbones. First, utilizing PointNet/PointNet++ as backbones
leads to the loss of some local features: PointNet/PointNet++

utilizes a simple symmetric function, i.e., max-pooling, to deal
with the permutation invariance of point clouds; max-pooling
inevitably selects the maximal value in each dimension as the
representative feature. This means that some equally important
non-maximum features will be lost in each dimension. In this
regard, we propose to design a Dynamic Points Interaction
module to preserve such local features. Second, the global
context can effectively describe the semantic information of
the entire scene and the correlations between different objects
in the scene. However, PointNet/PointNet++ only extracts
high-level feature representations by continuously expand-
ing the receptive field while ignoring the global context.
The lack of global contextual information negatively impacts
the performance of these point-based detectors. The recent
PointFormer [20] resorts to Transformer [21] to learn context-
aware representations, where multi-head attention depends on
a large number of parameters to simulate the long-range
dependency. This approach heavily increases the computa-
tion and memory demands. In this regard, we propose to
design a Global Context Aggregation module to mine global
features.

We propose a simultaneous local-global feature learning
paradigm for 3DOD, called SimLOG for short. Inspired by
dynamic learning [22], [23], [24], we design a Dynamic Points

Interaction (DPI) module to preserve local features during
pooling (see Figure 1). In DPI, the input point cloud is
first sampled and grouped to form a series of point sets,
which are then fed to a Residual Points Learning module.
This module comprises several residual MLP blocks and is
used to learn the deep feature representation and aggregate
these point sets to seeds by the max-pooling operation. The
pooled seeds have simplified local context-aware features,
while the grouped point sets possess detailed and redundant
local geometric features. DPI allows a seed to interact with
each point in the corresponding point set to preserve local
features. Meanwhile, we observe that with the decreasing
number of sampling points, the receptive field of each point
in different encoder stages constantly increases. To address
this, we design a Global Context Aggregate (GCA) module
to concatenate the multi-level features together to represent
the contextual guidance. The final extracted features by GCA
are therefore aware of the global information. Unlike the
traditional wisdom of local-global feature learning, our DPI
and GCA are integrated into a single feature learning module,
making it detachable and able to be incorporated into existing
3DOD networks to boost their performance.

We conduct experiments on the ScanNet and SUN-RGBD
datasets [25], [26], and extensive experiments demonstrate the
effectiveness of improvement under several evaluation metrics.

In summary, our contributions are as follows:
• We propose a 3DOD network, SimLOG, to simultane-

ously learn local and global context features. Extensive
experiments show clear improvements in our SimLOG
over twenty competitors in terms of both numerical and
visual evaluations.

• We design three modules, among which DPI and RPL
extract rich local geometric information, and GCA cap-
tures the global scene context. Ablation experiments show
the effectiveness of these modules in promoting the
detection performance of SimLOG.

• Both DPI and the feature learning module are detach-
able and can be incorporated into existing point-based
networks to boost their performance.

II. RELATED WORK

A. Feature Learning for 3D Object Detection

1) Local Feature Learning: Local feature extraction can
be divided into four categories: point-, voxel-, pillar-, and
BEV-based methods. Among these, point-based methods, due
to their ability to directly process point clouds without the
need for voxelization, pillarization, or BEV transformation,
can learn intricate local point cloud features and easily handle
stacked objects commonly found in indoor scenes. Lever-
aging these advantages, point-based methods have become
the mainstream backbone for feature extraction in indoor 3D
object detectors. Specifically, PointNet [16] and PointNet++

[17] are pioneers in point-based methods, directly utilizing
unstructured 3D points and progressively learning point fea-
tures through symmetric functions and Set Abstraction (SA)
layers. PointMLP [18] preserves the simplicity of PointNet++

by avoiding complex local feature extractors. It adopts a
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feedforward residual MLP structure, efficiently learning local
features from point clouds. PointNeXt [19] identifies that the
considerable performance improvement in subsequent methods
after PointNet++ is primarily attributed to improved train-
ing strategies (e.g., data augmentation) and deeper networks,
rather than innovations in model architecture. Consequently,
introducing inverted residual bottlenecks and separable MLPs
to PointNet++, along with proposing more effective train-
ing strategies, leads to significant performance gains for
PointNet++. PCCN [27] exploits parameterized kernel func-
tions to generalize convolution for learning the non-grid
structured data. DGCNN [28] constructs a graph in the local
region of sampled points, and dynamically computes message
propagation in each layer of the network. These strategies
mostly use a pooling operation for feature aggregation to
progressively expand the receptive field of the sampled points,
resulting in the loss of local features.

2) Multi-scale Feature Learning: The continuous sampling
point clouds expand the perception field of each sampled point.
By concatenating multi-scale features together as the overall
scene information, local features are given awareness of the
global context. To encode multi-scale voxel-wise features from
feature volumes to the key points, PV-RCNN [29] introduces
the VoxelSet Abstraction (VSA) module. MLCVNet [30]
incorporates multi-level context information from local point
patches to global scenes into VoteNet. HVPR [31] proposes the
Attentive Multi-scale Feature Module (AMFM), which refines
the hybrid pseudo image to obtain scale-aware features.

3) Joint Learning of Local-and-Global Features: Local
features focus on region-detail representations while global
features tend to describe the scene context. PointFormer [20]
simultaneously extracts local and global features in an encoder
by Transformer. MLCVNet [30] captures local and global
features in the feature encoding stage and the proposal
generating stage, respectively. HyperDet3D [32] utilizes a
hypernetwork to learn the scene-conditioned global prior
knowledge, which is integrated with local aggregated can-
didate features to improve representation learning. Similarly,
our SimLOG extracts point-wise features from a local and
global perspective. Different from existing methods, our simul-
taneous local-global feature learning is implemented within
a feature learning module, and it thus can be seamlessly
incorporated into existing models. To be specific, we integrate
the side output from multi-level encoding blocks to form
the global context, which is more parameter-efficient than
PointFormer [20].

B. Indoor 3D Object Detection on Point Clouds

Point clouds have long posed a challenge for feature extrac-
tion due to their sparse and irregular characteristics. This has
led to the development of various techniques to transform them
into regular grid representations. 3D-SIS [33] associates 3D
voxel grids and 2D images to extract features. F-PointNet [34]
and 2D-driven [35] capture foreground areas from RGB-
driven 2D proposals. GSPN [36] generates shape proposals
to segment the target area. DSS [37] uses deep sliding shapes
to predict 3D bounding boxes on the 3D volumetric scene.

COG [38] presents a novel solution with the clouds of oriented
gradient descriptors.

The emergence of VoteNet [4] has greatly propelled the
development of indoor 3D object detection (3DOD) technol-
ogy. Built upon PointNet++, it identifies instance centroids
by voting from points in a local region, thereby achieving
3DOD. Subsequent advancements [30], [39], [40], [41], [42],
[43], [44] in indoor 3DOD have largely evolved from the
foundations laid by VoteNet. For instance, MLCVNet [30]
proposes three different context learning modules: respectively
Patch-to-Patch Context, Object-to-Object Context, and Global
Scene Context to capture long-range dependencies at various
levels. MFFVoteNet [39] integrates the image feature module
into VoteNet to provide robust object class signals, facilitating
deterministic detection even in occlusion. EPNet++ [41]
introduces a novel cascaded bidirectional fusion mechanism,
leveraging rich semantic information absorbed from image
features to enhance point features in a cascaded bidirectional
interactive fusion manner. This results in a more powerful and
discriminative feature representation. DAVNet [42] achieves
accurate distribution learning by refining discriminative fea-
tures through the utilization of an adaptive receptive field.
Subsequently, it delivers dependable location scores by further
leveraging the distribution of statistical information associated
with the localization quality of target objects. SCNet [43]
enhances 3DOD performance by promoting semantic consis-
tency between the semantic category of 3D bounding boxes
and the categories of all points within the boxes. Following the
significant success of transformers in the image domain, 3D
object detection methods based on Transformers [20], [45],
[46], [47], [48], [49], [50] have made significant advance-
ments. For instance, Pointformer [20] designs a transformer
backbone to learn both context-dependent local features and
context-aware global representations for 3D object detection.
Group-free [45], meanwhile, directly extracts object features
from all points by using the self-attention mechanism in trans-
formers. PQ-Transformer [46] achieves both object detection
and room layout estimation through transformers for mutual
gains. Subsequently, fully convolutional methods [51], [52],
[53] are introduced, which improve the efficiency of point
cloud processing by using sparse convolutions to directly
handle voxelized point clouds. Moreover, some methods [54],
[55], [56] ingeniously explore the inherent properties of point
clouds, such as geometry and color, to achieve scene percep-
tion. For instance, RepSurf [54], inspired by triangle meshes
and umbrella curvature in computer graphics, proposes a novel
representation of point clouds to explicitly depict the local
structure. Point-GCC [55] fully exploits the geometric and
color information of point clouds, introducing a 3D scene
pre-training framework via geometry-color contrast.

The aforementioned point-based object detection methods
mostly use PointNet++ as the backbone to extract features.
However, their limited feature learning capacity often restricts
them from performing optimally. We propose a novel feature
learning paradigm for 3D object detection, which excavates
and retains the complete local geometric cues by a dynamic
points interaction module and captures the global scene con-
text from different-level feature encoders.
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Fig. 2. The pipeline of our SimLOG. SimLOG comprises a feature learning module and a detection head. The feature learning module captures local and
global point cloud features, serving as input for high-quality 3D object detection in the detection head. Following an encoder-decoder architecture, this module
contains a feature encoding (FE) block to learn the high-level feature representations, a Global Context Aggregation (GCA) module to be aware of the scene
context, and a feature decoding (FD) block to recover the discarded foreground points for accurate prediction. In each FE block, a Sample-and-Group (SG)
module samples the seed points and groups the local region features near the seeds to expand the receptive field of the sampled points. Then, a Residual
Points Learning (RPL) module comprises multiple ResMLP blocks, a max-pooling layer, and a Dynamic Point Interaction (DPI) module to further learn and
aggregate deep features. The DPI module, situated after the max-pooling layer, takes features both before and after pooling as input, to recover the aggregated
local features. The outputs of FE at different levels have various receptive fields, which are concatenated together by a GCA module as the global context to
incorporate the global information into point features.

III. METHODOLOGY

A. Overview

We propose SimLOG, a 3D object detector that learns both
local and global features. It comprises of a Dynamic Points
Interaction (DPI) module for local feature preservation, and
a Global Context Aggregate (GCA) module for concatenat-
ing multi-level features to represent the contextual guidance.
As shown in Figure 2, SimLOG mainly consists of a feature
learning module and a detection head. Following an encoder-
decoder architecture, the feature learning module contains a
feature encoding (FE) block to learn the high-level feature
representations, a Global Context Aggregation (GCA) module
to be aware of the scene context, and a feature decoding
(FD) block to recover the discarded foreground points for
accurate prediction. Each FE contains a Sample-and-Group
(SG) module, a Residual Points Learning (RPL) module, and
a Dynamic Points Interaction (DPI) module. SG samples the
seed points and groups the local region features near the
seeds to expand the receptive field of the sampled points.
RPL further learns and aggregates the deep features. DPI
bridges SG and RPL to recover the pooled local features.
The outputs of FE at different levels have varying receptive
fields, which are concatenated together by a GCA module as
the global context to incorporate the global information into
point features. FD follows the feature propagation module of

PointNet++ to recover the discarded foreground points caused
by downsampling.

B. Preliminary

MLCVNet [30] demonstrates that the contextual informa-
tion between different objects makes a significant contribution
to object recognition. Hence, it designs three levels of context
modules to learn the contextual information in the voting and
proposal stages of VoteNet, namely Patch-to-Patch Context
(PPC), Object-to-Object Context (OOC), and Global Scene
Context (GSC) modules. Besides, PointFormer [20] adopts
Transformer to effectively learn context-aware feature repre-
sentations. Specifically, a pointformer block, consisting of the
Local Transformer (LT) module and the Global Transformer
(GT) module, substitutes for the SA layer of PointNet++

for feature extraction. However, these methods inevitably lose
local features during the pooling stage and fail to recover them
for downstream uses.

1) Backbone: VoteNet [4] serves as the baseline of our
SimLOG, which consists of a point feature extraction module
and a detection head. PointNet++ is the backbone network to
extract high-level point features from the input point clouds.
The detection head contains a voting module and a proposal
module. The voting module takes previous features as input
and regresses the offset from each seed point to the corre-
sponding object center by MLPs, emulating the Hough voting
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process. The proposal module groups the predicted centers to
form object candidates and generates the 3D bounding boxes
and classified labels.

2) Residual Feature Learning: The residual feed-forward
MLPs are effective for feature learning in PointMLP [18]. The
Residual Points Learning (RPL) module stacks the residual
MLP blocks to learn deeper point representations. As shown
in Figure 2, our RPL is formulated as

gi = A(φ( fi, j )| j = 1, . . . , K ), (1)

where fi, j is the feature of the j-th point near the i-th sampled
point, φ(·) denotes the residual MLP block used to capture
the deep features. Specifically, a residual MLP block contains
the mapping function M L P(x) + x , in which M L P(·) is
composed of full connection, normalization, and activation
layers. The aggregation function A is the max-pooling oper-
ation conducted on the features from the last residual MLP
block to aggregate the local region features into the sampled
point. Similar to ResNet [57], the residual connections enable
MLPs to be easily extended to numerous layers for deeper
feature representations.

3) Positional Encoding: MLPs and Fourier Positional
Encoding are two common methods for positional encoding,
both of which elevate the low-dimensional coordinates of point
clouds to higher-dimensional spaces. The key difference lies
in that MLPs use learnable one-dimensional convolutions to
expand the point cloud dimensionality, while Fourier Posi-
tional Encoding employs a heuristic sinusoidal function to map
the low-dimension coordinates to the higher-frequency repre-
sentations. In contrast to MLPs, Fourier Positional Encoding
efficiently transforms inputs into a high-dimensional feature
space using a genius technique that involves a binary-like
encoding through alternating sine and cosine functions.
It offers advantages such as high efficiency and low memory
consumption. Specifically, the function γ converts the coordi-
nates (xyz ∈ [0, 1]) of the input points to a higher dimensional
hypersphere with a set of sine-cosine functions as

δi (v) = (ai cos(2πbiv), ai sin(2πbiv)), (2)
γ (v) = [δ1(v), . . . , δm(v)], v ∈ {x, y, z}, (3)

where bi is the Fourier basis frequency and ai is the cor-
responding Fourier series coefficient. For simplicity, we set
ai = 1 and generate bi via a power function bi = T i/m ,
i = 0, . . . , m −1. The results from the Fourier embedding are
concatenated together as positional encoding with a dimension
of 3 ∗ m, and are subsequently transformed to match the
dimension of the corresponding point features.

C. Dynamic Points Interaction Module

The max-pooling operation leads to the loss of some
local geometric features while it is critical to achieve
the permutation invariance of point clouds. Prior works,
e.g., PointNet [16], PointNet++ [17], and VoteNet [4], primar-
ily extract high-level feature representations by progressively
expanding their receptive fields and aggregating local neigh-
borhood features through the max-pooling operation. This
method may lead to the loss of local details, especially in the

Fig. 3. Details of Dynamic Points Interaction (DPI). The input includes
both grouped features and pooled features. The grouped features, augmented
with positional encoding information, serve as queries, while the pooled
features are divided into key-value pairs for the dot-product operation with
the queries.

boundary regions of scenes, thereby affecting the detection of
small objects (see Figure 5). To counter this, we introduce a
Dynamic Points Interaction (DPI) module, which compensates
for the feature loss caused by the max-pooling operation
without bypassing the max-pooling operation.

1) Architecture of DPI: The architecture of DPI is illus-
trated in Figure 3. It takes grouped features and pooled features
as the query term and the key-value pair (QKV), respectively.
QKV simulates the interaction processing between pooled
seeds and grouped sets, and the aggregated features are added
to the pooled features to recover the lost features.

2) Implementation Detail of DPI: The input of DPI includes
the previous grouped features Fg

∈ RB×(3+C)×N×n and
pooled features F p

∈ RB×C×N . Fg
= {c1, c2, . . . , cN }, where

ci = {pi , p j , j = 1, . . . , n − 1} is a grouped point set in the
local region. pi is a sampled point as the centroid of the set
and p j is a neighboring point of pi within a given radius.
Let {xi , fi }t denote the point pi in the t-th point set, where
xi ∈ R3 represents the coordinates and fi ∈ RC denotes the
features of the points. Subsequently, the Positional Encoding
(PE) module takes xi as input and transforms its dimension to
the same of fi and adds xi to fi in an element-wise manner
for generating the queries fq . This process is formulated as

fq = p f ⊕ P E(pxyz), (4)

where pxyz and p f represent the coordinates and features of
points respectively.

The pooled features F p first expand the dimension from C
to 2 ∗ C ∗ C/m by a convolution layer. Then, these features
are equally split into key-value pairs in the feature channel
dimension, with the keys being fk(: C ∗ C/m) (Param1
in Figure 3) and the values fv(C ∗ C/m :) (Param2 in
Figure 3) respectively. A reshaping operation is applied on
the QKV features to rearrange the feature dimension ( fq ∈

RB×N×n×C , fk ∈ RB×N×C×(C/m), fv ∈ RB×N×(C/m)×C ) for
the proceeding of Dot-Product between queries and key-
value pairs. To improve efficiency, we employ a bottleneck
structure between the key and value, with the number of
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feature channels being reduced by a factor of m (we set m=4).
This entire process is formulated as

y = RB(RB( fq ⊙ fk) ⊙ fv), (5)
o = R(y + Fp), (6)

where R and B denote the activation function and the normal-
ization function, respectively.

Remark 1: Similar to the attention mechanism [21] that
excels at modeling dependencies between input sequences,
DPI can be viewed as a mapping from the query term
(i.e., grouped features) and key-value pairs (i.e., pooled fea-
tures) to the output. Specifically, each element in the pooled
features represents the corresponding feature group before
pooling. To ensure interaction between the pooling seed and
each point in the group, we expand the pooled features to
the same size as the grouped features. We then evenly split
them into key-value pairs. Compared to separate mapping
functions in the attention mechanism [21], this not only
reduces the number of parameters but also increases the corre-
lation between keys and values since they directly come from
the same pooled features. The non-pooled grouped features
serve as queries to explore crucial detailed features from the
pooled features. These explored features then act as additional
enhanced features, added back to the original pooled features.
This process strengthens the preservation of detailed features
within the pooled features, effectively mitigating the feature
loss caused by pooling.

Remark 2: The feature extraction modules in [20] and [30]
rely on the sophisticated feature extractor to excavate the
local geometric information by using an attention mechanism.
However, this method is limited in its ability to capture all
of the crucial information contained within the local features.
The succeeding aggregation function (e.g., max-pooling) still
inevitably discards some crucial features. We give full con-
sideration to this issue. The grouped set has redundant and
comprehensive local features, particularly including the part
of features neglected by the pooled seeds. Hence, we take
the pooled seed to continually interact with each point in
the corresponding grouped set to attain the completed local
geometric information.

D. Global Context Aggregation Module

The global context describes the semantic information of
a whole scene, which is of great importance in inferring
the classes of objects due to the close connection between
the scene and objects. Prior works, e.g., PointNet [16],
PointNet++ [17], VoteNet [4] and GCPANet [63], learn rich
high-level feature representations by progressively expanding
their receptive fields and aggregating local neighborhood fea-
tures through pooling. However, these methods either overlook
global context [4], [16], [17] or solely rely on high-level
features containing plentiful semantic information to generate
global features, disregarding the low-level features from the
shallow layers that may contain local geometric cues [63].

Hence, we propose the global context aggregation (GCA)
module, which fuses multi-layer features to serve as global

context guidance, to enhance the ability of feature representa-
tions for 3D bounding box regression and object classification.
Specifically, we first conduct the channel normalization (CN)
to the outputs of each feature encoding block. This operation is
to compress the number of feature channels to k for subsequent
concatenation. The formulation of CN is summarized as

C N ( f ) = Max P(M L P( f )), (7)

where Max P(·) stands for the max-pooling operation.
To address the issue of the inconsistent number of sampled

points from different encoders, the max-pooling function is
applied to compress the features to a 1D vector. Subsequently,
these vectors representing respective encoders are concate-
nated together as the global context by

g = M L P(Cat[C N ( fi )]), i = 1, 2, 3, 4. (8)

The global context representations not only facilitate mes-
sage propagation among different objects in the scene but also
benefit the inference in object classification.

IV. EXPERIMENTS

This section validates the proposed SimLOG in two indoor
datasets and compares it with the state-of-the-art 3DOD meth-
ods. In Section IV-A, we introduce the two datasets and
the training details of SimLOG. In Section IV-B, we show
the comparison results of SimLOG and its competitors.
In Section IV-C, we analyze the effectiveness of each com-
ponent in SimLOG through comprehensive ablation studies.
In Section IV-D, we introduce the application of DPI in
existing models, followed by the discussion of the limitation
of SimLOG in Section IV-E.

A. Datasets and Training Details

We evaluate SimLOG and its competitors in two indoor
datasets, i.e., SUN RGB-D [26] and ScanNet V2 [25].

SUN RGB-D [26] is a single-view RGB-D dataset for 3D
scene understanding. It contains 5050 indoor RGB and depth
images annotated with amodal-oriented bounding boxes of
37 object categories for training, and the rest 5285 RGB-D
images for testing. Before being fed into the network, depth
images are first converted to point clouds by the provided
camera parameters. The evaluation metric is the standard mean
Average Precision (mAP), and the evaluation is conducted on
the 10 most common categories.

ScanNet V2 [25] is a densely annotated dataset consisting
of 3D reconstructed meshes, which have rich textures, and
semantic and geometric information. It contains 1513 indoor
scenes captured from hundreds of different rooms, with seman-
tic and instance labels for all the points, as well as 3D
object bounding boxes. Compared to the fragmentary scan
in SUN RGB-D, the scenes of ScanNet are larger and more
comprehensive, and local geometric details of objects are well
captured. The vertices of meshes in the dataset are sampled
as point clouds.
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1) Data Augmentation: To reduce computational complex-
ity, we down-sample each point cloud using the farthest point
sampling (FPS) with 20,000 points for SUN RGB-D and
40,000 points for ScanNet. The height attribute of each point is
included as an extra feature to feed into the network. Following
VoteNet [4], we apply randomly flipping, rotating, and scaling
operations to the point clouds to augment the training data.The
flipping probability in both horizontal and vertical directions
is set to 0.5. The range of rotation angle is set to π/6. The
range of scale ratio is set between 0.85 and 1.15.

2) Training Details: Our model is implemented with
PyTorch on an NVIDIA GeForce RTX 3060 GPU and opti-
mized by the Adam optimizer in an end-to-end manner. For
ScanNet V2, we set the initial learning rate to 1e-3 and weight
decay to 1e-1. The total training epochs are 48, and the
learning rate gradually decreases in the 12, 24, and 36 epochs
by 5×. For SUN RGB-D, we set the base learning rate to
1e-3 and weight decay to 5e-2. The total epochs are 36, and
the learning rate steadily decreases in the 12 and 24 epochs
by 5×.

B. Comparisons

We compare SimLOG with its competitors of 3D-2D
query-based 3DOD methods [33], [34], [35], [36], [38],
voting-based methods that excavate informative local repre-
sentations, i.e., VoteNet [4] and its variants [56], [60], [61],
[64], and attention-based methods [20], [30], [59], [65] that
explore the relationships between the local objects and point
clusters. The results are reported in Table II, Table II and
Table III.

1) Quantitative Results: The overall quantitative results
on SUN RGB-D and ScanNet V2 datasets are reported in
Table I and II, and the results for single categories on ScanNet
V2 are reported in Table III.

Observing the experimental results on SUN RGB-D as
shown in Table I, our SimLOG achieves state-of-the-art perfor-
mance in m AP@0.25 (61.6%). Specifically, when compared
to methods such as CorrelaBosst [40], MFFVoteNet [39],
EPNet++ [39], DAVNet [42], and SCNet [43], all of which
use VoteNet [4] as the baseline, our method consistently out-
performs them in both m AP@0.25 and m AP@0.50 metrics.
Notably, our method demonstrates significant improvement
compared to SCNet [43], achieving a noticeable increase of
+1.7% in m AP@0.25.

The experimental results on ScanNet V2 reported in Table II
further demonstrate the superior performance of our method.
When compared to other methods, including ImVoxelNet [8],
CorrelaBoost [40], MFFVoteNet [39], AShapeFormer [44],
and SCNet [43], all of which use VoteNet [4] as a base-
line, our method maintains state-of-the-art performance in
both m AP@0.25 and m AP@0.50 metrics. Notably, SimLOG
demonstrates a significant advantage over SCNet [43], achiev-
ing a substantial improvement of +3.4% in m AP@0.25 and
+8% in m AP@0.50.

In Table I and Table II, it is also observed that our SimLOG
operates smoothly on the two datasets, while its competitors
may not perform consistently between them. For example,
MLCVNet [30] performs well on ScanNet V2 but yields poor

TABLE I
3D OBJECT DETECTION RESULTS ON THE SUN RGB-D VALIDATION SET.

MEAN AVERAGE PRECISION WITH 3D IOU THRESHOLDS OF 0.25 AND
0.5 IS USED FOR EVALUATION. THE BOLD TEXT MEANS THE BEST

RESULT. ∗ DENOTES THAT THESE METHODS USE
VOTENET AS THE BASELINE

TABLE II
3D OBJECT DETECTION RESULTS ON THE SCANNET V2 VALIDATION SET.

MEAN AVERAGE PRECISION WITH 3D IOU THRESHOLDS OF 0.25 AND
0.5 IS USED FOR EVALUATION. THE BOLD TEXT MEANS THE BEST

RESULT. ∗ DENOTES THAT THESE METHODS USE
VOTENET AS THE BASELINE

results on SUN RGB-D; RGNet [59] performs better on SUN
RGB-D than on ScanNet V2. This is because ScanNet V2
consists of reconstructed meshes that cover complete objects
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TABLE III
COMPARISON OF SIMLOG WITH ITS COMPETITORS IN THE SCANNETV2 VALIDATION SET. MAP@0.5 IS USED FOR EVALUATION

Fig. 4. Visualization comparison of 3D object detection methods in ScanNet V2. Our method leads to less false detection than VoteNet and MLCVNet.

in larger areas, while SUN RGB-D contains only single-view
RGB-D images where point clouds projected from the depth
map include partial objects and smaller areas. The disparate
characteristics may result in the incapability of numerous
methods to be reliable in both datasets.

In Table III, it is observed that our method attains superior
performance in 12 out of the total 18 categories in ScanNet V2
under m AP@0.5. For example, both the picture category (pic)
and the window category (win) contain shallow objects that are
inset into large walls. Most of the competitors find it difficult
to detect these shallow objects, since the pooling operation
aggregates too many features from the background (i.e., wall)
while discarding important target features. Fortunately, our
dynamic points interaction module preserves the target features
effectively. Compared to 3DETR [58], our method improves

the detection accuracy by 4.6% and 4.7% of mAP on windows
and pictures respectively.

2) Qualitative Results: We visualize the representative
detection results from ScanNet V2 and SUN RGB-D in
Figure 4 and Figure 6, from which we observe that VoteNet [4]
and MLCVNet [30] demonstrate false detection regarding the
object’s number and category. For example, in the first row of
Figure 4, VoteNet [4] and MLCVNet [30] wrongly recognize
that many chairs are on the table and wall. In contrast, our
method produces more accurate bounding boxes in terms of
both the location and category.

C. Ablation Study

1) Residual Points Learning Module: We first evaluate the
effect of the number of ResMLP blocks in the Residual Points
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Fig. 5. Visualization comparison showcasing the effect of DPI on recovering
lost local features of small objects due to pooling in ScanNet V2.

TABLE IV
ABLATION STUDY ABOUT THE NUMBER OF RESMLP BLOCKS IN RPL.

‘0*’ MEANS USING THE TRADITIONAL MLPS

Learning (RPL) module. We modify the depth of RPL by
setting the number of ResMLP blocks to 0, 1, 2, and 3,
respectively. 0 means using the traditional MLP layer for
feature extraction. The experiment results are reported in
Table IV, from which we observe an increase in detection
performance as RPL becomes deeper. However, increasing
the number of ResMLP blocks would not always lead to
better performance. When setting the number of ResMLP
blocks to 3, the detection accuracy decreases by 1.5% of
m AP@0.25 and 1.5% of m AP@0.5. Thus, two ResMLP
blocks achieve the best performance.

2) Dynamic Points Interaction Module: DPI is the essential
component in our model, which significantly improves detec-
tion accuracy. The quantitative results are reported in Table V.
We can see that without DPI, the performance drops 3.1% and
3.8% in terms of m AP@0.5 in ScanNet V2 and SUN RGB-D,
respectively. Visualization of the object detection results is in
Figure 8. After removing DPI, multiple chairs (green boxes)
instead of the table (red boxes) are incorrectly detected. This is
due to that the pooling operation aggregates features from the
neighboring regions instead of object features. The sampled
points of the table integrate with the points from the chairs
beside the table, resulting in the mistake of recognizing the
table as multiple chairs. Additionally, DPI also aids in the

TABLE V
ABLATION STUDY ABOUT DPI AND GCA. ‘-DPI’ AND ‘-GCA’
INDICATE SIMLOG WITHOUT DPI AND GCA RESPECTIVELY

TABLE VI
ABLATION STUDY ABOUT DPI AND SELF-ATTENTION

recovery of local features for small objects, especially those
situated at the boundaries of the scene. This enhancement
significantly contributes to improved detection performance.
(see Figure 5). Thus, our DPI enables the grouped features to
engage with the pooled features to preserve local features and
thus ensures correct table detection.

3) DPI vs Self-attention: Self-attention takes the same or
similar features as input while DPI takes grouped and pooled
features as the query term and key-value pair. As shown in
Table VI, when we substitute DPI with self-attention and apply
it to the pooled features, we observe a performance decrease
of 3.5% and 2.6% under m AP@0.5 on ScanNet V2 and SUN
RGB-D, respectively. This decrease can be attributed to the
fact that self-attention primarily explores internal relationships
within features and tends to overlook external cues crucial for
compensating for feature loss.

4) Global Context Aggregation Module: GCA plays a sub-
stantial role in learning the global contextual information
for 3D object detection. As shown in Table V, removing
GCA causes the detection accuracy to decrease by 2.4% and
1.3% under m AP@0.5 in ScanNet V2 and SUN RGB-D,
respectively. The visualization results are shown in Figure 8.
The fridge near the sink is erroneously detected as a door by
the model without GCA. The global scene context encodes the
multi-scale features to generate the scene context information
that helps to enhance object detection.

5) Efficiency Analysis: For 3D object detection, balancing
efficiency and accuracy is crucial. In this analysis, we empha-
size the inference runtime and model parameters of our
method. As indicated in Table VII, the GCA module excels
by necessitating a minimal number of parameters (0.2 Mb)
while delivering satisfactory performance. On the other hand,
the DPI module introduces 4.1 Mb of parameters and 29 ms
of runtime, yet it markedly enhances the accuracy of 3DOD.
In conclusion, when utilizing both DPI and GCA, our method
introduces an additional 4.3 Mb of parameters and 34 ms
of extra runtime compared to the baseline VoteNet. Never-
theless, it leads to a significant performance improvement,
especially in comparison to the transformer-based method
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Fig. 6. Visualization comparison of 3D object detection methods in SUN RGB-D. Our method leads to less false detection than VoteNet.

TABLE VII
INFERENCE RUNTIME (IR) AND MODEL PARAMETERS (MP) OF
DIFFERENT MODULES ON THE SCANNET V2 VALIDATION SET

TABLE VIII
COMPARISON OF THE ORIGINAL VERSION OF CUTTING-EDGE MODELS

AND THEIR IMPROVED VERSION WITH DPI

PointFormer [20]. It is important to highlight that the inference
runtime and model parameters of our method are notably lower
than those of PointFormer.

D. Generalizability

Our DPI is a standalone module and can be conveniently
integrated into existing models to improve performance.
As can be seen from Table VIII, integrating our DPI module
into Group-Free [45] and PQ-Transformer [46] has led to
significant performance gain.

E. Limitations

Despite showing promising improvement across two bench-
mark datasets, SimLOG struggles to achieve accurate object
detection in several challenging scenarios in Figure 7. The

Fig. 7. Failure cases in ScanNet V2. The red and green arrows denote the
false positive bounding boxes and the missed objects respectively.

common failures are false-positive bounding boxes of objects
(see the red arrows) and missed object detection (see the
green arrows). The most difficult objects to detect are often
those that are extraordinarily slim and stick close to the wall,
such as the picture and window in the smooth wall example
shown in Figure 7. The false-positive bounding boxes also
tend to occur when multiple objects share similar shapes
and features, making it difficult for the global context to
differentiate between them. It is worth noting that these types
of issues plague a majority of existing methods.

Moreover, multi-modal large models such as GPT-4V
(GPT-4 with vision) have seen rapid development recently.
However, our method is still limited to single-modal point
clouds. Compared to these models, our method lacks a thor-
ough exploration of the intrinsic geometric properties of point
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Fig. 8. Visual results of ablation study in ScanNet V2. ‘-DPI’ and ‘-GCA’ denote SimLOG without DPI and GCA respectively. The first and third rows
demonstrate the whole scene, and the second and fourth rows are close-up views.

Fig. 9. SimLOG serves our digital twins system well. The system is developed by the authors and SimLOG can detect the main objects in the scene for
subsequent decisions.

clouds, such as the curvature, normals, and even triangle
meshes and umbrella curvature within the local surface.

F. Applications and Ethical Considerations

Our indoor 3D object detection method, SimLOG, has
wide-ranging applications in real-world scenarios, especially
in indoor robotics, such as floor-cleaning robots, hotel delivery
robots, etc. It is also applicable in the industrial sector,
where it can be employed by robotic arms for tasks such as

automatically grasping items on workstations or handling parts
in assembly processes. Specially, SimLOG serves our digital
twins system well. The system (see Figure 9) is developed by
the authors and SimLOG can detect the main objects in the
scene for subsequent decisions.

In these applications, the primary ethical concern arises
when robots experience malfunctions, potentially leading to
unexpected harm to humans. In such situations, determining
responsibility becomes highly challenging, as it is unclear
whether the malfunction is due to a failure in the 3D object
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detection model or mechanical issues, making it difficult to
attribute responsibility to either the machine manufacturer or
the user.

V. CONCLUSION

It is fundamental to capture both local and global features
of irregular point clouds for 3D object detection (3DOD).
Mainstream 3D detectors, e.g., VoteNet and its variants, either
discard a considerable amount of local features during pool-
ing operations or ignore global features of the whole scene
context. Thus, the models often generate a large number of
false positives and false negatives. In this paper, we present
SimLOG, a local-global feature learning approach to upgrade
voting-based 3DOD networks. It is equipped with an effective
feature learning module that recovers local features lost in
pooling via the DPI and adds global information to the point
features through GCA. SimLOG is shown to outperform its
competitors in most cases in two benchmark datasets. Both
the feature learning module and DPI are detachable and can
be incorporated into existing point-based networks to boost
their performance.

In the future, we will explore the possibility of leveraging
cross-modal data as an additional component to enhance
the perception and feature learning of potential objects. For
instance, building upon the successes of F-PointNet [34]
and 3D-SIS [33], we can leverage the capabilities of a 2D
detector to search for regions in images where objects might
exist (i.e., 2D bounding boxes) along with corresponding
image features, and then map them into the point cloud
space. Through the elimination of a substantial number of
background points outside these identified regions and the
fusion of image features with point cloud features, the network
can concentrate on areas in the point cloud where objects are
likely to exist, facilitating the learning of richer multimodal
features. This is anticipated to reduce false positives, refine the
regression to more accurate 3D bounding boxes, and ultimately
lead to more precise 3D detection results. Furthermore, we aim
for it to function as a plug-and-play feature-enhancement
module, seamlessly integrated into multimodal 3D trackers,
such as EagerMOT [66], which focuses solely on bounding
box interactions without considering image or point cloud
features. This integration is intended to enhance the robustness
of tracking 3D trajectories.
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