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• Foundations of 2D and 3D GIS 

• Processing 2D and 3D geodata 

• 3D city models
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• Otto Huisman and Rolf A. de By. 
Principles of Geographic 
Information Systems. 4th 
Edition. 2009. 

• https://archive.org/details/
PrinciplesOfGeographicInformatio
nSystemsBYOttoHuismanAndRolf
A.De
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• Matt Duckham, Qian (Chayn) Sun 
and Michael F. Worboys. GIS: A 
Computing Perspective. 3rd 
Edition. 2024.

Recommended material
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• Hugo Ledoux, Ken Arroyo Ohori, 
Ravi Peters and Maarten Pronk. 
Computational modelling of 
terrains.  

• https://tudelft3d.github.io/
terrainbook/

Recommended material
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• Ken Arroyo Ohori, Hugo Ledoux 
and Ravi Peters. 3D modelling of 
the built environment. 

• https://github.com/tudelft3d/
3dbook/releases/tag/v0.9.1

Recommended material
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• Why a GIS? What is a GIS? 

• Geographic phenomena: fields and objects 

• Computer representations: vectors and rasters 

• Georeferencing 

• Practical session with QGIS

Foundations of 2D and 3D GIS contents
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• An urban planner might want to assess the extent of 
urban fringe growth in their city, and quantify the 
population growth that some suburbs are witnessing. 
They might also like to understand why these 
particular suburbs are growing and others are not. 

• A mining engineer could be interested in 
determining which prospective copper mines should 
be selected for future exploration, taking into account 
parameters such as extent, depth and quality of the 
ore body, amongst others. 

• A g e o i n f o r m a t i c s e n g i n e e r h i r e d b y a 
telecommunications company may want to determine 
the best sites for the company’s cell phone towers, 
taking into account various cost factors such as land 
prices, shape of the terrain, tall buildings, etc.

Why a GIS?

9
3D interface, aspern Seestadt in Vienna.                                 Screenshot courtesy Wien3420  
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Short for: Geographic Information System 

A GIS is a computer-based system that 
provides the following four sets of 
capabilities to handle georeferenced data: 

• data capture and preparation, 

• data management (storage and 
maintenance), 

• data manipulation and analysis, and 

• data presentation.

What is a GIS?
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Example: studying the El Niño phenomenon
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Example: studying the El Niño phenomenon
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1.1. The nature of GIS 30

El Niño is an aberrant pattern in weather and sea water temperature that occurs with some frequency (every
4–9 nine years) in the Pacific Ocean along the Equator. It is characterized by less strong western winds
across the ocean, less upwelling of cold, nutrient-rich, deep-sea water near the South American coast, and
therefore by substantially higher sea surface temperatures (see figures below). It is generally believed that
El Niño has a considerable impact on global weather systems, and that it is the main cause for droughts in
Wallacea and Australia, as well as for excessive rains in Peru and the southern U.S.A.
El Niño means ‘little boy’, and manifests itself usually around Christmas. There exists also another—less
pronounced–pattern of colder temperatures, that is known as La Niña (‘little girl’) which occurs less frequently
than El Niño. The most recent occurrence of El Niño started in September 2006 and lasted until early 2007
From June 2007 on, data indicated a weak La Niña event, strengthening in early 2008. The figures below left
illustrate an extreme El Niño year (1997; considered to be the most extreme of the twentieth century) and a
subsequent La Niña year (1998).
Left figures are from December 1997, an extreme El Niño event; right figures are of the subsequent year,
indicating a La Niña event. In all figures, colour is used to indicate sea water temperature, while arrow lengths
indicate wind speeds. The top figures provide information about absolute values, while the bottom figures
are labelled with values relative to the average situation for the month of December. The bottom figures also
give an indication of wind speed and direction. See also Figure 1.3 for an indication of the area covered by
the array of buoys.

Lower figures: differences with normal situation

Upper figures: absolute values of average SST [°C] and WS [m/s]
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Figure 1.1: The El Niño
event of 1997 compared
with a more normal year
1998. The top figures
indicate average Sea Sur-
face Temperature (SST, in
colour) and average Wind
Speed (WS, in arrows)
for the month of Decem-
ber. The bottom figures
illustrate the anomalies
(differences from a normal
situation) in both SST
and WS. The island in
the lower left corner is
(Papua) New Guinea with
the Bismarck Archipelago.
Latitude has been scaled
by a factor two. Data
source: National Oceanic
and Atmospheric Ad-
ministration, Pacific
Marine Environmental
Laboratory, Tropical At-
mosphere Ocean project
(NOAA/PMEL/TAO).
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How to make these?



Step 1: collection of data
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1.1. The nature of GIS 35

Torroidal buoy  Ø 2.3 m

humidity sensor
WS sensor Argos antenna

3.8 m above sea
data logger

SST sensor

temperature sensors

sensor cable3/8” wire rope

500 m

3/4” nylon rope

anchor 4200 lbs

acoustic release

temperature sensor

NOAA

Figure 1.2: Schematic
overview of an ATLAS
type buoy for monitoring
sea water temperatures in
the El Niño project
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Step 2: data entry
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1.1. The nature of GIS 36
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Figure 1.3: The array
of positions of sea sur-
face temperature and wind
speed measuring buoys
in the equatorial Pacific
Ocean
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Step 2: data entry
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1.2. The real world and representations of it 54

DAYMEASUREMENTS

Buoy Date SST WS Humid Temp10 . . .
B0749 1997/12/03 28.2 �C NNW 4.2 72% 22.2 �C . . .
B9204 1997/12/03 26.5 �C NW 4.6 63% 20.8 �C . . .
B1686 1997/12/03 27.8 �C NNW 3.8 78% 22.8 �C . . .
B0988 1997/12/03 27.4 �C N 1.6 82% 23.8 �C . . .
B3821 1997/12/03 27.5 �C W 3.2 51% 20.8 �C . . .
B6202 1997/12/03 26.5 �C SW 4.3 67% 20.5 �C . . .
B1536 1997/12/03 27.7 �C SSW 4.8 58% 21.4 �C . . .
B0138 1997/12/03 26.2 �C W 1.9 62% 21.8 �C . . .
B6823 1997/12/03 23.2 �C S 3.6 61% 22.2 �C . . .
. . . . . . . . . . . . . . . . . . . . .

Table 1.2: A stored ta-
ble (in part) of daily buoy
measurements. Illustrated
are only measurements
for December 3rd, 1997,
though measurements for
other dates are in the ta-
ble as well. Humid is
the air humidity just above
the sea, Temp10 is the
measured water tempera-
ture at 10 metres depth.
Other measurements are
not shown.

The entire El Niño buoy measurements database is likely to have more tables
than the one illustrated. There may be data available about the buoys’ main-
tenance and service schedules; there may also be data about the gauging of the
sensors on the buoys, possibly including expected error levels. There will almost
certainly be a table that stores the geographic location of each buoy.

Table 1.1 was obtained from table DAYMEASUREMENTS through the use of a
query language. A query was defined that computes the monthly average SST
from the daily measurements, for each buoy. A discussion of the particular
query language that was used is outside the scope of this book, but we should
mention that the query was a simple program with just four lines of code.
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Step 3: data analysis
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1.1. The nature of GIS 40

Buoy Geographic position Dec. 1997 avg. SST
B0789 (165� E, 5� N) 28.02 �C
B7504 (180� E, 0� N) 27.34 �C
B1882 (110� W, 7�30’ S) 25.28 �C
. . . . . . . . .

Table 1.1: The georefer-
enced list (in part) of av-
erage sea surface tem-
peratures obtained for the
month December 1997.

discuss it. There are in fact many different spatial interpolation techniques, not
just one, and some are better in specific situations than others. This is however
a typical example of functions that a GIS can perform on user data.
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Step 4: data presentation
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Figure 1.1: The El Niño
event of 1997 compared
with a more normal year
1998. The top figures
indicate average Sea Sur-
face Temperature (SST, in
colour) and average Wind
Speed (WS, in arrows)
for the month of Decem-
ber. The bottom figures
illustrate the anomalies
(differences from a normal
situation) in both SST
and WS. The island in
the lower left corner is
(Papua) New Guinea with
the Bismarck Archipelago.
Latitude has been scaled
by a factor two. Data
source: National Oceanic
and Atmospheric Ad-
ministration, Pacific
Marine Environmental
Laboratory, Tropical At-
mosphere Ocean project
(NOAA/PMEL/TAO).
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Some elements: 

• contour lines 

• colour selection 

• coordinates 

• legend

Step 4: data presentation
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Depending on the interest of a particular application, a GIS can be 
considered to be: 

• data storage / (geo)database,  

• toolbox / a set of libraries, 

• technology, 

• data source, 

• field of science.

What is a GIS in practice?
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• Geographic information science (GIScience): discipline 

• Geomatics: encompasses also acquisition of data and applications 

• Geoinformatics: focus on computational methods

Related terms

22



What is covered in a GIS?
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• Why a GIS? What is a GIS? 

• Geographic phenomena: fields and objects 

• Computer representations: vectors and rasters 

• Georeferencing 

• QGIS demo & practical session

Foundations of 2D and 3D GIS contents
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• Entity or process that can be described, has a location in space and can be 
assigned a time at which it is present. There are two types:

Geographic phenomena

25

• Fields, which have a value for every 
point in the study area. Can be 
continuous or discrete. 

• Objects, which populate the study 
area and are are usually well-
distinguished, discrete, and bounded 
entities. The space between them is 
potentially ‘empty’ or undetermined.

Image: Freepik



2.2. Geographic phenomena 71

Elevation in the Falset study area, Tarragona province, Spain. The area is approximately 25 ⇥ 20 km. The
illustration has been aesthetically improved by a technique known as ‘hillshading’. In this case, it is as if the
sun shines from the north-west, giving a shadow effect towards the south-east. Thus, colour alone is not a
good indicator of elevation; observe that elevation is a continuous function over the space.

Figure 2.2: A continuous
field example, namely the
elevation in the study area
of Falset, Spain.
Data source: Department
of Earth Systems Analysis
(ESA, ITC)

previous next back exit contents index glossary web links bibliography about

• In 2D: 

• terrain elevation 

• soil salinity 

• Also in 3D: 

• temperature 

• humidity 

• air pressure

Geographic phenomena: fields (continuous)
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2.2. Geographic phenomena 74

Miocene and Quaternary (lower left)
Oligocene (left)
Cretaceous (right)
Eocene
Lias
Keuper and Muschelkalk
Bundsandstein
Intrusive and sedimentary areas

Observe that—typical for fields—with any loca-
tion only a single geological unit is associated.
As this is a discrete field, value changes are
discontinuous, and therefore locations on the
boundary between two units are not associated
with a particular value (i.e. with a geological
unit).

Figure 2.3: A discrete
field indicating geological
units, used in a foundation
engineering study for con-
structing buildings. The
same study area as in Fig-
ure 2.2.
Data source: Department
of Earth Systems Analysis
(ESA, ITC)
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• In 2D: 

• soil type 

• land use 

• vegetation type 

• Also in 3D: 

• geological classes 

• building storeys

Geographic phenomena: fields (discrete)
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Examples: 

• cities (as points or areas) 

• roads (as lines) 

• buildings (in 3D) 

• hydrological network

Geographic phenomena: objects
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• Two ways to represent geographic phenomena in a computer:

Computer representations: vector and raster

29

2.3. Computer representations of geographic information 115

Raster representation of a field

In Figure 2.17, we illustrate how a raster represents a continuous field like ele-
vation. Different shades of blue indicate different elevation values, with darker
blues indicating higher elevations. The choice of a blue colour spectrum is only
to make the illustration aesthetically pleasing; real elevation values are stored
in the raster, so instead we could have printed a real number value in each cell.
This would not have made the figure very legible, however.

Figure 2.17: A raster rep-
resentation (in part) of the
elevation of the study area
of Figure 2.2. Actual ele-
vation values are indicated
as shades of blue. The
depicted area is the north-
east flank of the moun-
tain in the south-east of
the study area. The right-
hand side of the figure is
a zoomed-in part of that of
the left.

A raster can be thought of as a long list of field values: actually, there should
be m ⇥ n such values. The list is preceded with some extra information, like
a single georeference as the origin of the whole raster, a cell size indicator, the
integer values for m and n, and a data type indicator for interpreting cell values.
Rasters and quadtrees do not store the georeference of each cell, but infer it from
the above information about the raster.
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2.2. Geographic phenomena
79coverage, connectedness, and capacity. For example:

• Which part of the road network is within 5 km of a petrol station? (Acoverage question)

• What is the shortest route between two cities via the road network? (Aconnectedness question)

Figure 2.4: A number of
geological faults in the
same study area as in Fig-
ure 2.2. Faults are indi-
cated in blue; the study
area, with the main geo-
logical era’s is set in grey
in the background only as
a reference.
Data source: Department
of Earth Systems Analysis
(ITC)
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rasters  

have 2D or 3D grids of cells, each 
of which has a value;

vectors  

are discrete shapes (e.g. points, lines, 
polygons and polyhedra) with precise 
boundaries.



• What is the relationship between fields/objects and rasters/vectors? 

• fields tend to be represented as rasters;  

• objects tend to be represented as vectors; 

• But there are many exceptions!

Computer representations: vector and raster

30

Image: pygis.io



Computer representations: objects as vector and raster
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Computer representations: object as raster
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Computer representations: object as raster
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Computer representations: field as vector

34

2.3. Computer representations of geographic information
117Vector representation of a field

We briefly mention a final representation for fields like elevation, but using avector representation. This technique uses isolines of the field. An isoline is alinear feature that connects the points with equal field value. When the field is Isoline
elevation, we also speak of contour lines. The elevation of the Falset study area isrepresented with contour lines in Figure 2.18. Both TINs and isoline representa-tions use vectors.

Figure 2.18: A vector-based elevation field rep-resentation for the study
area of Figure 2.2. In-dicated are elevation iso-lines at a resolution of25 metres.
Data source: Departmentof Earth Systems Analysis
(ESA, ITC)
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Computer representations: vector and raster

35

3.3. Stages of spatial data handling 152

Raster representation Vector representation
advantages

• simple data structure • efficient representation of topology
• simple implementation of • adapts well to scale changes

overlays • allows representing networks
• efficient for image processing • allows easy association

with attribute data
disadvantages

• less compact data structure • complex data structure
• difficulties in representing • overlay more difficult to implement

topology • inefficient for image processing
• cell boundaries independent • more update-intensive

of feature boundaries

Table 3.3: Raster and vec-
tor representations com-
pared

This simple encoding scheme is known as row ordering. The header of the raster
file will typically inform how many rows and columns the raster has, which
encoding scheme is used, and what sort of values are stored for each cell. Raster Raster encoding
files can be quite big data sets. For computational reasons, it is wise to organize
the long list of cell values in such a way that spatially nearby cells are also near
to each other in the list. This is why other encoding schemes have been devised.
The reader is referred to [34] for a more detailed discussion.

Low-level storage structures for vector data are much more complicated, and a
discussion is certainly beyond the purpose of this introductory text. The best
intuitive understanding can be obtained from Figure 2.12, where a boundary
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Computer representations: vector and raster
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• Raster: GeoTIFF (.tif, .tiff), JPEG2000 (.jp2, .j2k), ERDAS Imagine (.img), 
Esri Grid, NetCDF (.nc), HDF (.hdf, .h5), ASCII grid (.asc, .dem), Cloud-
optimised GeoTIFF (COG), MrSID (.sid), other image formats with World 
File (e.g. PNG or BMP), etc. 

• Vector: Shapefile (.shp + others), GeoJSON (.geojson, .json), GeoPackage 
(.gpkg), KML/KMZ (.kml, .kmz), GML (.gml), Esri geodatabase (.gdb), 
OpenStreetMap (.osm, .pbf), SpatiaLite (.sqlite), CityJSON (.city.json), text-
based formats with WKT geometry (e.g. CSV), etc.

Computer representations: geodata
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• Why a GIS? What is a GIS? 

• Geographic phenomena: fields and objects 

• Computer representations: vectors and rasters 

• Georeferencing 

• QGIS demo & practical session

Foundations of 2D and 3D GIS contents
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Georeferencing: Earth’s surface, geoid and ellipsoid

39

4.1. Spatial referencing 192

4.1.1 Reference surfaces for mapping

The surface of the Earth is anything but uniform. The oceans can be treated
as reasonably uniform, but the surface or topography of the land masses ex-
hibits large vertical variations between mountains and valleys. These variations
make it impossible to approximate the shape of the Earth with any reasonably
simple mathematical model. Consequently, two main reference surfaces have The Geoid and ellipsoid
been established to approximate the shape of the Earth. One reference surface is
called the Geoid, the other reference surface is the ellipsoid. These are illustrated
in Figure 4.1. Below, we look at and discuss the respective uses of each of these
surfaces.

Earth’s surface

Geoid

Ellipsoid

Geoid separation (N)
(undulation)

Sea surface

Figure 4.1: The Earth’s
surface, and two reference
surfaces used to approx-
imate it: the Geoid, and
a reference ellipsoid. The
Geoid separation (N) is
the deviation between the
Geoid and a reference el-
lipsoid.
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The Geoid and the vertical datum

We can simplify matters by imagining that the entire Earth’s surface is covered
by water. If we ignore tidal and current effects on this ‘global ocean’, the resul-
tant water surface is affected only by gravity. This has an effect on the shape of
this surface because the direction of gravity–more commonly known as plumb Plumb line
line–is dependent on the mass distribution inside the Earth. Due to irregularities
or mass anomalies in this distribution the ‘global ocean’ results in an undulated
surface. This surface is called the Geoid (Figure 4.2). The plumb line through
any surface point is always perpendicular to it.

Figure 4.2: The Geoid,
exaggerated to illustrate
the complexity of its sur-
face.

The Geoid is used to describe heights. In order to establish the Geoid as refer-
ence for heights, the ocean’s water level is registered at coastal places over sev-
eral years using tide gauges (mareographs). Averaging the registrations largely
eliminates variations of the sea level with time. The resulting water level rep-
resents an approximation to the Geoid and is called the mean sea level. For
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• Geoid: equipotential surface of the 
Earth, i.e. shape of the Earth’s sea 
level without tides, currents or 
wind if water could freely pass 
through continents. Typically used 
for heights.

Georeferencing: geoid
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Ellipsoid globally best
fitting to the geoid

The geoid

Ellipsoid regionally
best fitting to the
geoid

Region of
best fit

Figure 4.5: The Geoid, a
globally best fitting ellip-
soid for it, and a region-
ally best fitting ellipsoid for
it, for a chosen region.
Adapted from: Ordnance
Survey of Great Britain. A
Guide to Coordinate Sys-
tems in Great Britain.

specific country or localised area of the Earth’s surface, global ellipsoids approx- Global ellipsoids
imate the Geoid as a mean earth ellipsoid. The International Union for Geodesy
and Geophysics (IUGG) plays a central role in establishing these reference fig-
ures.

In 1924, the general assembly of the IUGG in Madrid introduced the ellipsoid de-
termined by Hayford in 1909 as the international ellipsoid. However, according
to present knowledge, the values for this ellipsoid give an insufficient approxi-
mation. At the general assembly 1967 of the IUGG in Luzern, the 1924 reference
system was replaced by the Geodetic Reference System 1967 (GRS 1967). It rep-
resents a good approximation (as of 1967) to the mean Earth figure.

For some time, the Geodetic Reference System 1967 was used in the planning of
new geodetic surveys. For example, the Australian Datum (1966) and the South
American datum (1969) are based upon this ellipsoid. However, at its general as-
sembly 1979 in Canberra the IUGG recognized that the GRS 1967 no longer rep-
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• Ellipsoid: most convenient 
mathematical object that 
resembles (part of) the geoid with 
reasonable accuracy. Typically 
used for horizontal coordinates.

Georeferencing: ellipsoid
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4.1. Spatial referencing 209

3D Geographic coordinates (�,�, h)

3D geographic coordinates (�,�, h) are obtained by introducing the ellipsoidal
height h to the system. The ellipsoidal height (h) of a point is the vertical distance
of the point in question above the ellipsoid. It is measured in distance units along
the ellipsoidal normal from the point to the ellipsoid surface. 3D geographic
coordinates can be used to define a position on the surface of the Earth (point P
in Figure 4.10).

λ equator
gr

ee
nw

ic
h 

m
er

id
ia

n

h
P

φ

P’

Figure 4.10: The latitude
(�) and longitude (�) an-
gles and the ellipsoidal
height (h) represent the
3D geographic coordinate
system.
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   Cylindrical Conical Azimuthal
Figure 4.16: Classes of
map projections

Cylindrical Conical Azimuthal
Figure 4.17: Three secant
projection classes
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Reference surface

P'(x,y)

Y

X

P(x,y)

P’(φ,λ)

Map plane

λ

φ
Figure 4.15: Example of
a map projection where
the reference surface with
geographic coordinates
(�,�) is projected onto the
2D mapping plane with
2D Cartesian coordinates
(x, y).

nates (�,�) of a point on the curved reference surface to a set of planar Cartesian
coordinates (x, y), representing the position of the same point on the map plane:

(x, y) = f(�,�)

The corresponding inverse mapping equation transforms mathematically the pla-
nar Cartesian coordinates (x, y) of a point on the map plane to a set of geographic
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Amsterdam

Brussel

Amersfoort

Bonn

Paris

600
Y

X

500

400

300

200

100

1000

0

200 300

48°N

50°N

52°N

2°30’E 5°E 7°30’E

graticule map grid

Figure 4.13: The co-
ordinate system of the
Netherlands represented
by the map grid and the
graticule. The origin of
the coordinate system has
been shifted (false origin)
from the projection centre
(Amersfoort) towards the
South-West.
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• Many parameters to store: ellipsoid (semi-major axis, semi-minor axis, 
Equatorial plane, prime meridian), projection surface, units, etc. 

• Collectively known as a geodetic datum.

Georeferencing: EPSG

46

GEOGCS["WGS 84", 
    DATUM["WGS_1984", 
        SPHEROID["WGS 84",6378137,298.257223563, 
            AUTHORITY["EPSG","7030"]], 
        AUTHORITY["EPSG","6326"]], 
    PRIMEM["Greenwich",0, 
        AUTHORITY["EPSG","8901"]], 
    UNIT["degree",0.0174532925199433, 
        AUTHORITY["EPSG","9122"]], 
    AUTHORITY["EPSG","4326"]]



• All parameters can be stored conveniently using an EPSG code. Some 
examples: 

• 4326: WGS84 (latitude and longitude in GPS) 

• 3857: Web Mercator for WGS84 (most web maps) 

• 3035: ETRS89 (EU-recommended standard for Europe) 

• 4269: NAD83 (North America) 

• Check: epsg.io

Georeferencing: EPSG
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http://epsg.io
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Questions?



• Why a GIS? What is a GIS? 

• Geographic phenomena: fields and 
objects 

• Computer representations: vectors 
and rasters 

• Georeferencing 

• QGIS demo & practical session

Foundations of 2D and 3D GIS contents

49



QGIS demo

50

Time for a 
QGIS demo!



• Create a map of a region of your interest (e.g. your hometown or a place 
where you want to travel to). Show some of its interesting features :-). 

• Use 2-3 datasets. Some ideas: cities, land use, elevation, hydrology, 
roads. 

• Some ideas for Portugal: dados.gov.pt or individual websites of Direção-
Geral do Território (DGT), Instituto Nacional de Estatística (INE), SNIG 
(Sistema Nacional de Informação Geográfica), etc. 

• Use a nice colour scheme,  readable symbols, etc.

Practical session 1
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http://dados.gov.pt


• Foundations of 2D and 3D GIS 

• Processing 2D and 3D geodata 

• 3D city models

Module 5 contents
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• Data preparation 

• Spatial analysis 

• Practical session

Processing 2D and 3D geodata contents
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Data preparation: cleanup
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5.3. Data preparation 306

Description Description

1
2

1
2

Before cleanup After cleanup Before cleanup After cleanup

Dissolve
polygons

Break
crossing
objects

Erase short
objects

Erase
duplicates
or sliver

lines

Dissolve
nodes into

vertices

Erase
dangling
objects or

overshoots

Snap
clustered

nodes

Extend
undershoots

2

Table 5.2: Clean-up oper-
ations for vector data
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Data preparation: typical workflow
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5.3. Data preparation 307

(a) Spaghetti data (b) Spaghetti data (cleaned)

(c) Polygons (d) Topology

A

B

C

D

E

F

A

B

C

D

E
F

Figure 5.9: Successive
clean-up operations
for vector data, turn-
ing spaghetti data into
topological structure.
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4.1. Spatial referencing 232

Datum A Datum B

a

b

z

y

x

h

a

b

z

y

x

h

Figure 4.23: The principle
of changing from one pro-
jection into another, com-
bined with a datum trans-
formation from datum A to
datum B.

previous next back exit contents index glossary web links bibliography about



Data preparation: raster resampling
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Resampling grids



Data preparation: combining datasets
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5.3. Data preparation 317

Merging data sets of adjacent areas

When individual data sets have been prepared as described above, they some-
times have to be matched into a single ‘seamless’ data set, whilst ensuring that
the appearance of the integrated geometry is as homogeneous as possible. Edge Edge matching
matching is the process of joining two or more map sheets, for instance, after they
have separately been digitized.

Figure 5.12: Multiple ad-
jacent data sets, after
cleaning, can be matched
and merged into a single
one.

Merging adjacent data sets can be a major problem. Some GIS functions, such
as line smoothing and data clean-up (removing duplicate lines) may have to be
performed. Figure 5.12 illustrates a typical situation. Some GISs have merge
or edge-matching functions to solve the problem arising from merging adjacent
data. At the map sheet edges, feature representations have to be matched in
order for them to be combined. Coordinates of the objects along shared borders
are adjusted to match those in the neighbouring data sets. Mismatches may still
occur, so a visual check, and interactive editing is likely to be required.

previous next back exit contents index glossary web links bibliography about



Data preparation: combining datasets

59

5.3. Data preparation 313

Differences in accuracy

Issues relating to positional error were outlined in Section 5.2.2, while attribute
accuracy and temporal accuracy issues were discussed in Sections 5.2.3 and 5.2.4
respectively. These are clearly relevant in any combination of data sets which
may themselves have varying levels of accuracy.

Images come at a certain resolution, and paper maps at a certain scale. This
typically results in differences of resolution of acquired data sets, all the more
since map features are sometimes intentionally displaced to improve readability
of the map. For instance, the course of a river will only be approximated roughly
on a small-scale map, and a village on its northern bank should be depicted Scale
north of the river, even if this means it has to be displaced on the map a little
bit. The small scale causes an accuracy error. If we want to combine a digitized
version of that map, with a digitized version of a large-scale map, we must be
aware that features may not be where they seem to be. Analogous examples can
be given for images at different resolutions.

Figure 5.10: The integra-
tion of two vector data
sets, which represent the
same phenomenon, may
lead to sliver polygons

In Figure 5.10, the polygons of two digitized maps at different scales are over-

previous next back exit contents index glossary web links bibliography about



Data preparation: interpolation from points

60

5.4. Point data transformation 321

because we are limited to nearest-neighbour interpolation for discrete data.2

(a)

P

Q

P

Q

(b)

Figure 5.13: A geographic
field representation ob-
tained from two point
measurements: (a) for
qualitative (categorical),
and (b) for quantitative
(continuous) point mea-
surements. The value
measured at P is repre-
sented as dark green, that
at Q as light green.

A simple example is given in Figure 5.13. Our field survey has taken only two
measurements, one at P and one at Q. The values obtained in these two locations
are represented by a dark and light green tint, respectively. If we are dealing
with qualitative data, and we have no further knowledge, the only assumption
we can make for other locations is that those nearer to P probably have P ’s
value, whereas those nearer to Q have Q’s value. This is illustrated in part (a).

If, on the contrary, our field is quantitative, we can let the values of P and Q both
contribute to values for other locations. This is done in part (b) of the figure.
To what extent the measurements contribute is determined by the interpolation
function. In the figure, the contribution is expressed in terms of the ratio of
distances to P and Q. We will see in the sequel that the choice of interpolation
function is a crucial factor in any method of point data transformation.

2Please refer to Section 2.2.3 for a background discussion of both discrete and continuous
fields.
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5.4. Point data transformation 324

Figure 5.14: Generation
of Thiessen polygons for
qualitative point measure-
ments. The measured
points are indicated in
dark green; the darker
area indicates all locations
assigned with the mea-
surement value of the cen-
tral point.
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5.4. Point data transformation 332

Moving averages using inverse distance weighting (IDW)

Moving window averaging attempts to directly derive a raster dataset from a set
of sample points. This is why it is sometimes also called ‘gridding’. The principle
behind this technique is illustrated in Figure 5.17. The cell values for the output
raster are computed one by one. To achieve this, a ‘window’ (also known as a
kernel) is defined, and initially placed over the top left raster cell. Measurement Moving window averaging
points falling inside the window contribute to the averaging computation, those
outside the window do not. This is why moving window averaging is said to
be a local interpolation method. After the cell value is computed and assigned
to the cell, the window is moved one cell to the right, and the computations are
performed for that cell. Successively, all cells of the raster are visited in this way.

(a) -2 0 2 4 6 8 10 12-2

0

2

4

6

8

10

-2 0 2 4 6 8 10 12-2

0

2

4

6

8

10

(b)

Figure 5.17: The princi-
ple of moving window av-
eraging. In blue, the mea-
surement points. A vir-
tual window is moved over
the raster cells one by one,
and some averaging func-
tion computes a field value
for the cell, using mea-
surements within the win-
dow.

In part (b) of the figure, the 295th cell value out of the 418 in total, is being
computed. This computation is based on eleven measurements, while that of
the first cell had no measurements available. Where this is the case, the cell
should be assigned a value that signals this ‘non-availability of measurements’.
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5.4. Point data transformation 334

d1
 =

 2
0

d2 = 20

d3 = 12

d4
 =

 2
1

d5 = 8

12

1410

11

9

Figure 5.18: Inverse dis-
tance weighting as an av-
eraging technique. In
green, the (circular) mov-
ing window and its cen-
tre. In blue, the measure-
ment points with their val-
ues, and distances to the
centre; some are inside,
some are outside of the
window.
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• Data preparation 

• Spatial analysis 

• Practical session

Processing 2D and 3D geodata contents
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Image: EOS Data Analytics



Using one layer: 

• classification 

• retrieval 

• generalisation 

• measurement

Spatial analysis

65

Using multiple layers: 

• overlays 

• neighbourhood 

• connectivity



2.3. Computer representations of geographic information 120

Tessellations to represent geographic objects

Remotely sensed images are an important data source for GIS applications. Un-
processed digital images contain many pixels, with each pixel carrying a re-
flectance value. Various techniques exist to process digital images into classi-
fied images that can be stored in a GIS as a raster. Image classification attempts Image classification
to characterize each pixel into one of a finite list of classes, thereby obtaining
an interpretation of the contents of the image. The classes recognized can be
crop types as in the case of Figure 2.19 or urban land use classes as in the case
of Figure 2.20. These figures illustrate the unprocessed images (a) as well as a
classified version of the image (b).

(a) (b)

Figure 2.19: An unpro-
cessed digital image (a)
and a classified raster (b)
of an agricultural area.

The application at hand may be interested only in geographic objects identi-
fied as potato fields (Figure 2.19(b), in yellow) or industrial complexes (Fig-
ure 2.20(b), in orange). This would mean that all other classes are considered
unimportant, and are probably dropped from further analysis. If that further
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• Classification allows the 
assignment of features to a class 
on the basis of attribute values or 
attribute ranges (definition of data 
patterns). 

• Example: on the basis of 
reflectance characteristics found in 
a raster, pixels may be classified 
as representing different crops, 
such as potato and maize.

Spatial analysis: classification
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6.2. Retrieval, classification and measurement 358

Spatial selection by attribute conditions

It is also possible to select features by using selection conditions on feature at-
tributes. These conditions are formulated in SQL if the attribute data reside in
a geodatabase. This type of selection answers questions like “where are the fea-
tures with . . . ?”

Area IDs LandUse

174308.70 2 30
2066475.00 3 70
214582.50 4 80
29313.86 5 80
73328.08 6 80
53303.30 7 80
614530.10 8 20
1637161.00 9 80
156357.40 10 70
59202.20 11 20
83289.59 12 80
225642.20 13 20
28377.33 14 40
228930.30 15 30
986242.30 16 70

Figure 6.3: Spatial se-
lection using the attribute
condition Area < 400000
on land use areas in Dar
es Salaam. Spatial fea-
tures on left, associated
attribute data (in part) on
right. Data source: Dept.
of Urban & Regional Plan-
ning and Geo-information
Management, ITC.

Figure 6.3 shows an example of selection by attribute condition. The query ex-
pression is Area < 400000, which can be interpreted as “select all the land use
areas of which the size is less than 400, 000.” The polygons in red are the selected
areas; their associated records are also highlighted in red. We can this selected
set of features as the basis of further selection. For instance, if we are interested
in land use areas of size less than 400, 000 that are of land use type 80, the se-
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• Retrieval functions allow the 
selective search of data 

• Example: select all polygons 
where Area < 400 000.

Spatial analysis: retrieval
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2.3. Computer representations of geographic information 120

Tessellations to represent geographic objects

Remotely sensed images are an important data source for GIS applications. Un-
processed digital images contain many pixels, with each pixel carrying a re-
flectance value. Various techniques exist to process digital images into classi-
fied images that can be stored in a GIS as a raster. Image classification attempts Image classification
to characterize each pixel into one of a finite list of classes, thereby obtaining
an interpretation of the contents of the image. The classes recognized can be
crop types as in the case of Figure 2.19 or urban land use classes as in the case
of Figure 2.20. These figures illustrate the unprocessed images (a) as well as a
classified version of the image (b).

(a) (b)

Figure 2.19: An unpro-
cessed digital image (a)
and a classified raster (b)
of an agricultural area.

The application at hand may be interested only in geographic objects identi-
fied as potato fields (Figure 2.19(b), in yellow) or industrial complexes (Fig-
ure 2.20(b), in orange). This would mean that all other classes are considered
unimportant, and are probably dropped from further analysis. If that further
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• Generalisation is a function that 
joins different classes of objects 
with common characteristics to a 
higher level (generalised) class 

• Example: generalise fields where 
potato or maize are grown as ‘food 
production fields’.

Spatial analysis: generalisation
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6.2. Retrieval, classification and measurement 352

If one of the features is not a point, or both are not, we must be precise in defin-
ing what we mean by their distance. All these cases can be summarized as com-
putation of the minimal distance between a location occupied by the first and a
location occupied by the second feature. This means that features that intersect
or meet, or when one contains the other have a distance of 0. We leave a further
case analysis, including polylines and polygons, to the reader as an exercise. It
is not possible to store all distance values for all possible combinations of two
features in any reasonably sized spatial database. As a result, the system must
compute ‘on the fly’ whenever a distance computation request is made.

Another geometric measurement used by the GIS is the minimal bounding box
computation. It applies to polylines and polygons, and determines the minimal
rectangle—with sides parallel to the axes of the spatial reference system—that
covers the feature. This is illustrated in Figure 6.1. Bounding box computation Minimal bounding box
is an important support function for the GIS: for instance, if the bounding boxes
of two polygons do not overlap, we know the polygons cannot possibly intersect
each other. Since polygon intersection is a complicated function, but bounding
box computation is not, the GIS will always first apply the latter as a test to see
whether it must do the first.

(b)(a)

Figure 6.1: The minimal
bounding box of (a) a poly-
line, and (b) a polygon
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• Measurement functions allow the 
calculation of distances, lengths, 
or areas. 

• Example: obtain the minimal 
bounding box of a polygon.

Spatial analysis: measurement
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6.3. Overlay functions 377

6.3.1 Vector overlay operators

In the vector domain, overlay is computationally more demanding than in the
raster domain. Here we will only discuss overlays from polygon data layers, but
we note that most of the ideas also apply to overlay operations with point or line
data layers.

vector data layer A vector data layer B

vector data layer C

A1

A2

B4

B3

B2

B1

C3

C4

C5

C2

C6C1

C1
C2
C3
C4
C5
C6

A1
A1
A2
A2
A2
A1

B1
B2
B4
B2
B3
B3

C BA

Figure 6.12: The polygon
intersect (overlay) opera-
tor. Two polygon layers
A and B produce a new
polygon layer (with asso-
ciated attribute table) that
contains all intersections
of polygons from A and B.
Figure after [8].

The standard overlay operator for two layers of polygons is the polygon intersec-
tion operator. It is fundamental, as many other overlay operators proposed in
the literature or implemented in systems can be defined in terms of it. The prin-
ciples are illustrated in Figure 6.12. The result of this operator is the collection of
all possible polygon intersections; the attribute table result is a join—in the rela- Spatial join
tional database sense of Chapter 3—of the two input attribute tables. This output
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• Overlays allow the combination of 
two (or more) spatial data layers 
comparing them position by 
position, and treating areas of 
overlap—and of non-overlap—in 
distinct ways

Spatial analysis: overlay
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6.3. Overlay functions 380

OVERWRITE
 BY

CLIP BY

Figure 6.14: Two more
polygon overlay operators:
(a) polygon clip overlay
clips down the left hand
polygon layer to the gener-
alized spatial extent of the
right hand polygon layer;
(b) polygon overwrite over-
lay overwrites the left hand
polygon layer with the
polygons of the right hand
layer.
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6.3. Overlay functions 383

Arithmetic operators

Various arithmetic operators are supported. The standard ones are multiplica-
tion (⇥), division (/), subtraction (�) and addition (+). Obviously, these arith-
metic operators should only be used on appropriate data values, and for in-
stance, not on classification values.

Other arithmetic operators may include modulo division (MOD) and integer di-
vision (DIV ). Modulo division returns the remainder of division: for instance,
10 MOD 3 will return 1 as 10 � 3 ⇥ 3 = 1. Similarly, 10 DIV 3 will return 3.
More operators are goniometric: sine (sin), cosine (cos), tangent (tan), and their
inverse functions asin, acos , and atan, which return radian angles as real values.

C3 := ((A - B)/(A + B))*100

C1 := A +10MapA

C2 := A + B

MapB

C1

C2

4 84

84

1

1

4 4

8

1 1 8

1 8 8

5 5 2

5 5 5

6

6

2 2

6 6

2

2

2

6

15 12

16

15
15 15 15

12
12

121212

16 16 16 16
9 10

7

9

9 9 9
10
10

1033

7 7 14 14 11 -60

71

11
11 11 11

-60
-60
-603333

71 71 -14 -14

C3

A

B

Figure 6.15: Examples of
arithmetic map algebra ex-
pressions

Some simple map algebra assignments are illustrated in Figure 6.15. The assign-
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B

0 0D2 := (A = "forest") OR (B < 500)

D4 := (A = "forest") AND NOT (B < 500)

D1

D2

D3

D4

D1 := (A = "forest") AND (B < 500)

D3 := (A = "forest") XOR (B < 500)

A

F = forest

7 = 700 m.
6 = 600 m.
4 = 400 m.

6

4
7

4 4 4 4
444

7 7 7 7
7 7 7

6 6
6 6 6 6

4
4

F
F

F F
F
F F

F F
F
F
FF

Figure 6.17: Examples of
complex logical expres-
sions in map algebra. A is
a classified raster for land
use, and B holds elevation
values.
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C1

MapB

C2 := CON ((A = "F") AND (B = 7), 10, 0)

C2

C1 := CON (A = "F", B, 0)

A

F = forest

7 = 700 m.
6 = 600 m.
4 = 400 m.

F
F

F F
F
F F

F F
F
F
FF

6

4
7

4 4 4 4
444

7 7 7 7
7 7 7

6 6
6 6 6 6

4
4
B

7

10
10 10

10 10

7 7 0 0
7 7

4 4
4 4

6 6
4
4

0
0

0
0
0
0

0
0 0

0

0 0
0
0
0
0

0
0
0
0

0
0
0
0

0
0
0

0
0
0

Figure 6.18: Examples of
conditional expressions in
map algebra. Here A is
a classified raster holding
land use data, and B is an
elevation value raster.
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Land use raster

Geology raster

Decision table

La
nd

 u
se

Forest
Grass
Lake Suitability

Unsuitable
Suitable
Unsuitable

Geology
Shale

Suitable
Unsuitable
Unsuitable

Alluvial

Figure 6.19: The use of
a decision table in raster
overlay. The overlay is
computed in a suitability
study, in which land use
and geology are impor-
tant factors. The mean-
ing of values in both input
rasters, as well as the out-
put raster can be under-
stood from the decision ta-
ble.

and dictates which combinations of input raster cell values will produce which
output raster cell value. This gives us a raster overlay operator using a decision
table, as illustrated in Figure 6.19. The GIS will have supporting functions to
generate the additional table from the input rasters, and to enter appropriate
values in the table.
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6.4. Neighbourhood functions 396

Buffer zone generation

The principle of buffer zone generation is simple: we select one or more target
locations, and then determine the area around them, within a certain distance.
In Figure 6.20(a), a number of main and minor roads were selected as targets,
and a 75 m (resp., 25 m) buffer was computed from them. In some case stud-
ies, zonated buffers must be determined, for instance in assessments of traffic
noise effects. Most GISs support this type of zonated buffer computation. An
illustration is provided in Figure 6.20(b).

(a) (b)

Figure 6.20: Buffer zone
generation: (a) around
main and minor roads. Dif-
ferent distances were ap-
plied: 25 metres for minor
roads, 75 metres for main
roads. (b) Zonated buffer
zones around main roads.
Three different zones were
obtained: at 100 metres
from main road, at 200,
and at 300 metres.

In vector-based buffer generation, the buffers themselves become polygon fea-
tures, usually in a separate data layer, that can be used in further spatial analysis.

previous next back exit contents index glossary web links bibliography about

• Neighbourhood functions 
evaluate the characteristics of an 
area surrounding a feature’s 
location. 

• Example: Buffer zone generation 
using 25 metres for minor roads 
and 75 metres for main roads.

Spatial analysis: neighbourhood
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6.4. Neighbourhood functions 404
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Figure 6.23: Flow compu-
tations on a raster: (a) the
original elevation raster,
(b) the flow direction raster
computed from it, (c) accu-
mulated flow count raster.
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6.5. Network analysis 421

live there, more industry in high demand of electricity or just more thirsty
workers.

(a) (b)

Figure 6.29: Network al-
location on a pupil/school
assignment problem. In
(a), the street segments
within 2 km of the school
are identified; in (b), the
selection of (a) is further
restricted to accommodate
the school’s capacity for
the new year.

The service area of any centre is a subset of the distribution network, in fact, a
connected part of the network. Various techniques exist to assign network lines,
or their segments, to a centre. In Figure 6.29(a), the green star indicates a pri-
mary school and the GIS has been used to assign streets and street segments
to the closest school within 2 km distance, along the network. Then, using de-
mographic figures of pupils living along the streets, it was determined that too
many potential pupils lived in the area for the school’s capacity. So in part (b),
the already selected part of the network was reduced to accommodate precisely
the school’s pupil capacity for the new year.

Trace analysis Trace analysis is performed when we want to understand which
part of a network is ‘conditionally connected’ to a chosen node on the network,
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• Connectivity functions work on 
the basis of networks, including 
road networks, water courses in 
coastal zones, and communication 
lines in mobile telephony. 

• These networks represent spatial 
linkages between features. 

• Example: Network allocation on a 
pupil/school assignment problem, 
where the street segments within 
2 km of the school are identified.

Spatial analysis: connectivity
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Questions?



• Data preparation 

• Spatial analysis 

• Practical session

Processing 2D and 3D geodata contents

81



• Create a map of a region of your interest by applying spatial analysis methods. 

• Some ideas: 

• Compute the population density based on an absolute population dataset. 

• Compute another density measure, e.g. the density of roads or railways. 

• Check if there’s a correlation between two datasets, e.g. traffic and population, or 
conservation areas and land use. 

• Look for a dataset from a national or regional agency. Alternatively, use a worldwide one 
like the Kontur population dataset. 

• Use the print view to put map elements like scale, North arrow and legend.

Practical session 2
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• Why 3D? 

• 3D geometries in geoinformation 
(ISO19107) 

• 3D city models 

• Practical session

3D city models
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Why 3D?
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ISPRS Int. J. Geo-Inf. 2015, 4 2843

1. Introduction

A 3D city model is a representation of an urban environment with a three-dimensional geometry of
common urban objects and structures, with buildings as the most prominent feature [1–4]. A typical
3D city model is derived from various acquisition techniques, for instance, photogrammetry and laser
scanning [5–8], extrusion from 2D footprints [9,10], synthetic aperture radar [11–15], architectural
models and drawings [16–18], handheld devices [19,20], procedural modelling [21–26], and volunteered
geoinformation [27–29]. Seemingly, visualisation dominated the early uses of 3D city models. However,
as the technology developed, 3D city models have become valuable for several purposes beyond
visualisation, and are utilised in a large number of domains [30–35] (Figure 1). Such diversity and
the increasing number of applications render it difficult to keep track of the utilisation possibilities of
3D city models. It appears that, despite the near-ubiquitousness of 3D city models, a comprehensive
inventory of 3D applications does not exist (examples of previous efforts are presented in Section 2).
Because each 3D application requires its own specific 3D data, a comprehensive inventory can help
linking the requirements to specific applications. Contributing to these efforts, as we do in this paper,
helps identifying the requirements emerging across domains to generate 3D data that is fit-for-purpose.
Such an inventory also provides a reference for user testing, thus contributes to identifying the eventual
understanding of the models’ fitness-for-use.

Figure 1. 3D city models may be applied in a multitude of application domains for
environmental simulations and decision support.

In Section 3 we present the methodology of our survey, and discuss barriers we encountered. It is
important to note that throughout this manuscript, we focus on the state of the art regarding the utilisation
of 3D city models; however, we also use the terms 3D GIS and 3D geoinformation when the context

Image: Filip Biljecki
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Why 3D?
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• Visualisation (e.g. for gaming, tourism, navigation, etc) 

• Energy demand estimation (and potential for retrofitting) 

• Computational fluid dynamics (e.g. for wind speeds, air quality, effects on 
buildings, etc) 

• Shadow casting (e.g. for building permits, visibility analysis, improving 
energy demand/solar potential calculations, etc)

Why 3D?
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• Why 3D? 

• 3D geometries in geoinformation 
(ISO19107) 

• 3D city models 

• Practical session

3D city models
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• Also known as b-rep or surface 
modelling 

• Representing an 𝑛-dimensional 
object through its (𝑛 − 1)-
dimensional boundary 

• Most of the time: a 3D object 
through its 2D boundary

Boundary representation
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• Store 3D objects by storing their 2D boundary 

• … which can be split into a set of surfaces (in GIS usually triangles or 
polygons) 

• … which can be represented using a (2D) mesh, i.e. a repetitive 
arrangement of simpler elements 

• note: not the same as a 3D mesh (e.g. TEN)

Boundary representation in 3D GIS
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3D geometries in geoinformation
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LinearRing PolygonPoint

MultiSurface CompositeSurface

MultiSolid CompositeSolidSolid
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• Why 3D? 

• 3D geometries in geoinformation 
(ISO19107) 

• 3D city models 

• Practical session

3D city models: contents 
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semantic 3D city models

textured mesh

Semantic 3D city models 10
10.1 Semantic 3D city models 95
10.2 The CityGML data model 97
10.3 The XML encoding of

CityGML . . . . . . . . . 101
10.4 CityJSON . . . . . . . . . 102
10.5 Other formats for 3D city

modelling . . . . . . . . . 106
10.6 Notes and comments . . 107
10.7 Exercises . . . . . . . . . 108

A 3D city model is a digital representation, with three-dimensional ge-
ometries, of the common objects in an urban environment, with build-
ings usually being the most prominent objects.
Because typical 3D city models are reconstructed/derived from various
acquisition techniques, their structure, format, and characteristic will
greatly vary. As an example, a 3D city model can be reconstructed with
methods such as these: photogrammetry, laser scanning, extrusion from
2D footprints, conversion from architectural models and drawings, pro-
cedural modelling, volunteered geoinformation, etc.
This chapter discusses the main 3D city models formats, and focuses on
semantic 3D city models, which are useful in a variety of applications.

10.1 Semantic 3D city models

Consider the 3D city model of Helsinki in Figure 10.1a (one part of it),
which was reconstructed by dense matching of aerial images. The model
is a textured mesh, formed by triangles to which a texture is attached
(the triangles are visible in Figure 10.1b). If you were asked to count the
number of buildings (or cars, or dormers in a given building) you would
surely just have to zoom in on the model, look at it, and then you could
give the answer. However, for a computer, this 3D city model is simply
represented as a series of triangles to which a texture is attached; the
notion of ‘building’ (or ‘car’, or any other object) is thus not available. As
a result, a computer cannot automatically answer these simple questions.
It should be observed that there exist algorithms to segment and classify
textured meshes into objects, but these are not fully automatic (yet!) and
are beyond the scope of this book. Other simple questions that a human
could easily answer but a computer cannot:

1. howmanywindows does themain façade of a given building have?
2. how many floors does a given building have?
3. can the local park be seen from the second floor of a given building?

(a) (b) the edges of the triangles are highlighted in orange.

Figure 10.1: Part of the 3D city model of Helsinki, Finland.

3D mesh
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Difficult to answer: 

• How many windows does the main façade of a given building have? 

• How many floors does a given building have? 

• Can the local park be seen from the second floor of a given building?

3D mesh
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3D city models
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CityGML: data model and encodings
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CityGML data model
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CityJSON
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CityJSON for users

106



CityJSON for developers

107



CityJSON
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CityGML LoDs
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110

$IBQUFS � %FTJHOJOH BO -0% TQFDJêDBUJPO GPS CVJMEJOHT

'JHVSF ���� 7JTVBM FYBNQMF PG UIF SFêOFE -0%T GPS B SFTJEFOUJBM CVJMEJOH�

'VSUIFSNPSF
 XF IBWF FYBNJOFE FYBNQMFT PG NPEFMT UIBU SFGFS UP UIF $JUZ(.-
-0%T CVU EP OPU BQQFBS UP CF TUPSFE JO $JUZ(.- PS IBWF BOZ PUIFS SFMBUJPO UP UIF
TUBOEBSE <��
 ��
 ���
 ���
 ���m���>� 'JOBMMZ
 B OVNCFS PG QVCMJDMZ BWBJMBCMF EBUBTFUT
BOE TQFDJêDBUJPOT GSPN DPNQBOJFT
 UFOEFST
 BOE MPDBM HPWFSONFOUT IBWF CFFO FY�
BNJOFE BT XFMM <���
 ���
 ���m���
 ���>�

8F IBWF BOBMZTFE UIF BWBJMBCMF NPEFMT GSPN EJĒFSFOU BOHMFT� VTBCJMJUZ 	UIFJS JO�
UFOEFE VTF DBTFT

 BDRVJTJUJPO UFDIOJRVFT 	JNQMZJOH UIFJS DPTU BOE BWBJMBCJMJUZ

 BOE
TQFDJêDBUJPO JG BWBJMBCMF� ѮF EP[FOT PG WBSJBOUT PG NPEFMT IBWF CFFO HSPVQFE JOUP
PSJHJOBM $JUZ(.- -0%T UP XIJDI UIFZ DPSSFTQPOE
 BOE XIJDI XF OBNF -0% GBNJ�
MJFT� 8F IBWF GPVOE B GFX HFOFSBM BTQFDUT
 BOE WBSJPVT TQBUJP�TFNBOUJD BNCJHVJUJFT
UIBU TVSGBDF JO FBDI -0% GBNJMZ
 SFTVMUJOH JO GPVS HSPVQT PG NPEFMT XJUIJO FBDI
GBNJMZ� ѮF -0% HSPVQT BSF DPODFOUSBUJPOT PG NPEFMT BOE QBSUJBMMZ JNQMZ UIFJS DPS�

��



CityJSON: general structure
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{ 
  "type": "CityJSON", 
  "version": "2.0", 
  "extensions": {}, 
  "transform": { 
    "scale": [1.0, 1.0, 1.0], 
    "translate": [0.0, 0.0, 0.0] 
  }, 
  "metadata": {}, 
  "CityObjects": {}, 
  "vertices": [], 
  "appearance": {}, 
  "geometry-templates": {} 
}



CityJSON: city objects
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"CityObjects": { 
  "id-1": { 
    "type": "Building",  
    "attributes": {  
      "roofType": "gabled roof" 
    }, 
    "geographicalExtent": [ 84710.1, 446846.0, -5.3, 84757.1, 446944.0, 40.9 ], 
    "children": ["id-56", "id-832", "mybalcony"] 
  }, 
  "id-56": { 
    "type": "BuildingPart",  
    "parents": ["id-1"], 
    ... 
  }, 
  "mybalcony": { 
    "type": "BuildingInstallation",  
    "parents": ["id-1"], 
    ... 
  } 
  ... 
}



CityJSON: city objects
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"CityObjects": { 
  "id-1": { 
    "type": "LandUse",  
    "attributes": {  
      "function": "Industry and Business", 
      "area-parcel": { 
        "value": 437, 
        "uom": "m2" 
      }, 
    }, 
    "geometry": [{...}] 
  }, 
  "id-2": { 
    "type": "WaterBody",  
    "attributes": {  
      "name": "Lake Black", 
      "some-list": ["a", "b", "c"] 
    }, 
    "geometry": [{...}] 
  } 
}



CityJSON: vertices
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"vertices": [ 
  [102, 103, 1], 
  [11, 910, 43], 
  [25, 744, 22], 
  ... 
  [23, 88, 5], 
  [8523, 487, 22] 
]



CityJSON: MultiPoint and MultiLineString
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{ 
  "type": "MultiPoint", 
  "lod": "1", 
  "boundaries": [2, 44, 0, 7] 
}

{ 
  "type": "MultiLineString", 
  "lod": "1", 
  "boundaries": [ 
    [2, 3, 5], [77, 55, 212] 
  ]   
}



CityJSON:  MultiSurface (same as CompositeSurface)
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{ 
  "type": "MultiSurface", 
  "lod": "2", 
  "boundaries": [ 
    [[0, 3, 2, 1]], [[4, 5, 6, 7]], [[0, 1, 5, 4]] 
  ] 
}



CityJSON: Solid
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{ 
  "type": "Solid", 
  "lod": "2", 
  "boundaries": [ 
    //-- exterior shell 
    [ [[0, 3, 2, 1, 22]], [[4, 5, 6, 7]], [[0, 1, 5, 4]], [[1, 2, 6, 5]] ],  
    //-- interior shell 
    [ [[240, 243, 124]], [[244, 246, 724]], [[34, 414, 45]], [[111, 246, 5]] ]  
  ] 
}



CityJSON: CompositeSolid (same as MultiSolid)
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{ 
  "type": "CompositeSolid", 
  "lod": "3", 
  "boundaries": [ 
    [ //-- 1st Solid 
      [ [[0, 3, 2, 1, 22]], [[4, 5, 6, 7]], [[0, 1, 5, 4]], [[1, 2, 6, 5]] ], 
      [ [[240, 243, 124]], [[244, 246, 724]], [[34, 414, 45]], [[111, 246, 5]] ] 
    ], 
    [ //-- 2nd Solid 
      [ [[666, 667, 668]], [[74, 75, 76]], [[880, 881, 885]], [[111, 122, 226]] ]  
    ]     
  ] 
}



CityJSON: semantic surfaces
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{ 
  "type": "RoofSurface", 
  "slope": 16.4, 
  "children": [2, 37], 
  "solar-potential": 5 
} 

{ 
  "type": "Window", 
  "parent": 2, 
  "type-glass": "HR++" 
}



CityJSON: semantic surfaces
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{ 
  "type": "MultiSurface", 
  "lod": "2", 
  "boundaries": [ 
    [[0, 3, 2, 1]],  
    [[4, 5, 6, 7]],  
    [[0, 1, 5, 4]],  
    [[0, 2, 3, 8]],  
    [[10, 12, 23, 48]] 
  ], 
  "semantics": { 
    "surfaces" : [ 
      { 
        "type": "WallSurface", 
        "slope": 33.4, 
        "children": [2] 
      },  
      { 
        "type": "RoofSurface", 
        "slope": 66.6 
      } 
    ], 
    "values": [0, 0, null, 1, 0] 
  } 
}



CityJSON: semantic surfaces
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{ 
   "type": "CompositeSolid", 
   "lod": "2.2", 
   "boundaries": [ 
     [ //-- 1st Solid 
       [ [[0, 3, 2, 1, 22]], [[4, 5, 6, 7]], [[0, 1, 5, 4]], [[1, 2, 6, 5]] ] 
     ], 
     [ //-- 2nd Solid 
       [ [[666, 667, 668]], [[74, 75, 76]], [[880, 881, 885]] ]  
     ]     
   ], 
   "semantics": { 
     "surfaces" : [ 
       {       
         "type": "RoofSurface" 
       },  
       { 
         "type": "WallSurface" 
       } 
     ], 
     "values": [ 
       [ //-- 1st Solid 
         [0, 1, 1, null] 
       ], 
       [ //-- 2nd Solid get all null values 
         [null, null, null] 
       ] 
     ] 
   } 
 }  



CityJSON: geometry templates
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"geometry-templates": { 
  "templates": [ 
    { 
      "type": "MultiSurface", 
      "lod": "2.1", 
      "boundaries": [  
         [[0, 3, 2, 1]], [[4, 5, 6, 7]], [[0, 1, 5, 4]] 
      ], 
      "semantics": { 
        "surfaces" : [ 
          { 
            "type": "+Skylight", 
          }, 
          { 
            "type": "+PatioDoor", 
          } 
        ], 
        "values": [0, 0, 1] 
      } 
    }, 
    ... 
  ], 
  "vertices-templates": [ 
    [0.0, 0.5, 0.0], 
    ... 
    [1.0, 1.0, 0.0], 
    [0.0, 1.0, 0.0] 
  ] 
}



CityJSON: geometry templates
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{ 
  "type": "SolitaryVegetationObject",  
  "geometry": [ 
    { 
      "type": "GeometryInstance", 
      "template": 0, 
      "boundaries": [372], 
      "transformationMatrix": [ 
        2.0, 0.0, 0.0, 0.0, 
        0.0, 2.0, 0.0, 0.0, 
        0.0, 0.0, 2.0, 0.0, 
        0.0, 0.0, 0.0, 1.0 
      ] 
    } 
  ] 
}



CityJSON: transform object
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"transform": { 
    "scale": [0.001, 0.001, 0.001], 
    "translate": [442464.879, 5482614.692, 310.19] 
}
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Questions?



• Why 3D? 

• 3D geometries in geoinformation 
(ISO19107) 

• 3D city models 

• Practical session

3D city models: contents 
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• Find a 3D city model that interests you in https://www.cityjson.org/datasets/ 

• Open it in CityJSON Ninja: https://ninja.cityjson.org/ 

• Analyse its main characteristics: which classes are included? what is its 
LoD or LoDs? which semantic surfaces are modelled? 

• Try opening it in QGIS through the CityJSON plug-in. What happens? 
Check both the default view and the 3D Map.

Practical session 3
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https://www.cityjson.org/datasets/
https://ninja.cityjson.org/
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