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The concept of spacetime has long been used in physics to refer to models that
integrate 3D space and time as a single 4D continuum. We argue in this paper
that it is also advantageous to use this concept in a practical geographic context
by realising a true 4D model, where time is modelled and implemented as a di-
mension in the same manner as the three spatial dimensions. Within this pa-
per we focus on 4D vector objects, which can be implemented using dimension-
independent data structures such as generalised maps. A 4D vector model allows
us to create and manipulate models with actual 4D objects and the topological
relationships connecting them, all of which have a geometric interpretation and
can be constructed, modified and queried. In this paper we discuss where such
a 4D model fits with respect to other spatiotemporal modelling approaches, and
we show concretely how higher-dimensional modelling can be used to represent
such 4D objects and topological relationships. In addition, we explain how the
4D obijects in such a system can be created and manipulated using a small set of
implementable operations, which use simple 3D space and 1D time inputs for in-
tuitivity and which modify the underlying 4D model indirectly.
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1 Introduction

Space and time have long been consid-
ered to be interlinked Akhundov [198G].
Various mathematical models of reality
are based on the concept of spacetime—
usually a four-dimensional continuum that
combines three spatial dimensions and
one temporal dimension. Such integrated
spacetime models are not only used in
physics to describe our reality abstractly,
but as we argue in this paper, they can also
be directly used to create concrete computer
representations for the description of geo-
graphic phenomena.

In fact, despite very important conceptual
differences between time and space Peuquet
[1904]], we believe that models in which
they are integrated often have clear advan-
tages for modelling time, and that is true
from both theoretical and practical stand-
points. Space and time are already sim-
ilar as far as a computer is concerned:
they are naturally parametrised into sets
of coordinates, and they can both be de-
composed into discrete geometric compo-
nents (e.g. points, lines and polygons in
space, and moments and intervals of time)
and topological components (e.g. relations
of incidence, adjacency and connectivity
in space; and relations for causation and
events that occur immediately before and
after each other in time [Earman [1977];
Allen and Ferguson [1984]). These dis-
crete components can themselves be easily
converted into a computer representation,
as they are respectively translated into in-
stances of database tuples or various data
structures, and into the links connecting
them. In the context of geographic infor-
mation standards, this twin relation is ex-
pressed in ISO 19107 [SQ [2005a] and ISO
19108 [SO [2005b], which respectively de-
fine analogous modelling definitions, con-
cepts, classes and relations for geographic
phenomena in space and in time.

However, despite the clear similarities be-
tween space and time, as discussed in Sec-
tion p.1] most spatiotemporal modelling ap-
proaches opt to model space and time dif-
ferently and separately. In most cases, this

separate strategy involves relatively inde-
pendent space-centric and/or time-centric
models that capture specific regions at var-
ious times, a heavy use of timestamps, a
description of various events, and links
between corresponding or related objects
across separate models. These models make
it possible to represent space and time, but
there is often information that is difficult
to store, such as the state of a region be-
tween two separate timestamped models,
the equivalences between the related ob-
jects at different times, or the topological
changes that occur in these objects. In ad-
dition, applying complex queries in these
models is often cumbersome or highly in-
efficient, such as for connectivity and topo-
logical queries across time.

Rather than following this type of separate
approach to spatiotemporal modelling, we
believe that for certain applications there
are significant advantages in integrating 3D
space and time into a single true 4D model
populated by up-to-4D objects. This means
that 3D objects existing along a span of
time are not only conceptually 4D, but are
modelled as actual 4D objects with 4D ge-
ometries and 4D topological relationshipsi.
While lower-dimensional objects embed-
ded in 4D (e.g. trajectories and point clouds)
can be also stored and analysed natively us-
ing this method, it is a rather inefficient way
to do so. This manuscript thus focuses on
the higher-dimensional modelling of 4D spa-
tiotemporal vector objects.

By following this approach, it is possible
to store the state of every object of every
dimension at all times, as well as to han-
dle and store the geometry and topology of
the model in an explicit, generic and uni-
fied manner Arroyo Ohori [2016]. Even
complex situations where objects move and
change shape simultaneously can be han-
dled correctly, equivalences between ob-
jects are always explicitly stored, and at-
tributes can be attached to all geometries
of any dimension and all the topological
relationships between them. This makes
it possible to query, for instance: whether
two objects were ever connected; which was

'That is, topological relationships between geometric
primitives of dimensions of up to four.



the best possible path in a model at any
given previous point in time; or to perform
checks on a model using simple 4D con-
straints, such as safety checks that ensure
that a structural element in a construction
model is put in place after those that it de-
pends on.

As background for the rest of the paper, we
first present in Section .2 the concept of
time as a dimension and how it has been
reflected into some spatiotemporal mod-
els and applications. Section p.3 then con-
tains a summary of n-dimensional cell com-
plexes, which provide the concepts and the
terminology that is used afterwards when
referring to 4D spatiotemporal objects. Af-
terwards, Section p.4 describes some of the
spatiotemporal operations that have been
proposed by different authors and a few of
their notable applications.

Then, we present the two core topics of this
paper: (i) how higher-dimensional mod-
elling can be used to model 4D space and
time as a true 4D model consisting of up-to-
4D vector objects in Section B, and (ii) how
these objects can be manipulated in prac-
tice using a small set of operations in Sec-
tion 4.

Higher-dimensional models and the oper-
ations on them can certainly be complex,
but by presenting these two aspects, we
hope to show that they can nevertheless re-
main intuitive and implementable. More-
over, we show how users can easily model
and manipulate 4D spacetime objects indi-
rectly by performing relatively simple op-
erations on the different dimensions inde-
pendently, such as by manipulating sets of
3D objects in standard 3D modelling soft-
ware or temporal intervals directly passed
as parameters. This approach makes it pos-
sible to keep the expressive power of a 4D
model but it obviates the need for a user to
manipulate the primitives in the 4D model
directly—a complex and highly error-prone
operation. Finally, we finish with some
conclusions and a short discussion in Sec-
tion f§.

2 Related work

2.1 Spatiotemporal models with
distinct space and time
modelling

There are a great number of different spa-
tiotemporal models that have been devel-
oped over the years. However, upon closer
inspection most of them are variations on a
few general approaches, and many of them
are based on extensions of the existing spa-
tial models available in commercial GIS.

We therefore summarise here the main ap-
proaches we have found together with their
earliest known usage (to us) and some other
prominent examples. For a thorough re-
view of spatiotemporal models see Al-Taha
et al. Al-Taha et all [1994], Peuquet Peu-
quet [2001], or Pelekis et al. Pelekis et al.

[2004].

It should be noticed that, as mentioned in
the Introduction, we focus in this paper on
the modelling, storage and analysis of ob-
jects that have a volume in 3D. When these
objects exist along an interval of time and
are embedded in 4D, they generally become
four-dimensional objects. We do not re-
strict ourselves to space partitioning, and
cases such as that on Figure fi(b) are al-
lowed. This implies that models to manage
lower-dimensional objects, such as trajecto-
ries and point clouds, are not further dis-
cussed in this section. Trajectories are, in
most cases, lines that are embedded in 4D,
and each point in a temporal point clouds
is similarly a point embedded in 4D. While
these can in theory be stored and analysed
using the method we present in this paper,
it is not efficient to do so. For trajecto-
ries, the reader is referred to tailored solu-
tions, e.g. Gudmundsson et al. Gudmunds-
son etall [2008] and Horne et al. Horne et al.
[2007]. We also ignore explicitly dynamic
field representations stored with grids since
these are better stored with nD grids Mason
et al! [1994]; Varma et al! [199d]; O’Conaill
et all [1992]. However, if a field is mod-
elled with vector-based methods, e.g. with a
3D triangulation Lattuadd [1998] or with a
Voronoi diagram Ledoux and Gold [2008],



then the method we present in this paper
can be directly applied since each 3D object
become a 4D object and a subdivision of the
4D space is modelled.

Snapshot model The earliest mechanism
to model time was rather trivial: time was
simulated by showing a series of separate
snapshots, where each snapshot is a repre-
sentation of a certain region at a certain
time Armstrong [1988]. With this model,
every layer has a date associated with it
and every object on this layer is considered
static until the time of the next snapshot.
It has many problems, often caused by the
fact that objects are often represented multi-
ple times across several layers, which causes
data redundancy, possible data inconsisten-
cies between layers (e.g. due to edits in a
snapshot that are not propagated onto oth-
ers), and slow queries due to the fragmen-
tation of objects across layers. It is also im-
possible to know exactly when a change oc-
curred, as it could have happened at any
time between those of the two layers sur-
rounding the event.

Timestamps per static object To solve
these problems, other models often attach
timestamps on individual objects rather than
on entire layers, allowing for more fine-
grained control without requiring separate
layers for every span of time during which
all objects are static. The objects involved
might be of any dimension (e.g. polylines as
in the US Historical Boundary File Basoglu
and Morrison [1978]) or polygons in a
cadastral database Hunter and Williamson
[1990]. The objects are therefore attached
with a pair of timestamps, which demarcate
the start and end of the period during which
they existed as is represented. Obijects
that change in time must thus be stored
as multiple representations of 2D Arm-
strong [1988] or 3D Hamre et all [1997]
structures—one for each period of time in
which they did not change. Timestamps
per object are usually much more efficient
than those per layer in terms of storage, but
they are also not very powerful: the model
still does not contain explicit events, and
the topological relationships between the

objects vary in time and are thus hard to
store explicitly. For instance, in order to an-
swer a query in which complex topological
relationships are necessary, one must often
perform the query in multiple steps or
reconstruct the complete state of the region
at a given time. Queries in spacetime can
also be very slow (e.g. finding when and
where were two objects connected).

There have been related models that par-
tially solve these problems. For instance,
Gold et al. Gold et al! [1996] and Van Oos-
terom van Oosterom [1997] both allow up-
dating the topology in an incremental man-
ner. Representing continuous changes is
thus possible with these models: local up-
dates are performed as soon as an event oc-
curs, and it is possible to rebuild every topo-
logical state of a map since all the opera-
tions are reversible. Another improvement
is to reduce space usage by storing differ-
ential changes only Langran and Chrisman
[1988], specifying the areas that are added
to or removed from an object at a given time.
Finally, a common optimisation is keeping
certain important snapshots explicitly (e.g.
the current state of the map), which can
greatly improve the response time of com-
mon queries.

Space-time composites In the space-time
composite model, objects are first split into
homogeneous regions that share the same
history, similar to how overlapping objects
are often handled in topological GIS mod-
els by computing map overlays Rossignad
and O’Connot [1989]; de Berg et al| [2008].
Rather than the snapshot or timestamped
object approaches where objects are split
temporally into time spans with no change,
space-time composites thus split objects
spatially into regions with the exact same
history (e.g. belonging to a given sequence
of objects during specific timeframes). This
model was first fully described in Chris-
man Chrisman [1983] based on earlier
work in Peucker and Chrisman Peucker and
Chrisman [1975]. The approach is more
flexible than the snapshot model, as it al-
lows for the explicit storage of the history of
every object and the topology between the
objects. However, on datasets with long and



complex object histories, as well as on those
that are generated independently at each
time, objects can become extremely frag-
mented, slowing down many operations.
For instance, updating the attributes of an
object might involve updating all the re-
gions that the object is split into.

Event-based models Other models use
events as principal entities, i.e. points in
time where objects change, such as by keep-
ing a list of changes per object Worboys
[19924d]; Peuquet [1994]]. For instance, Peu-
quet and Duan Peuquet and Duarn [1995]
maintain a main structure consisting of
a list of events with their corresponding
changes and a base map (to which these
changes are applied). Unlike other models,
this makes it possible to know when events
exactly occurred, and to identify and attach
attributes to individual changes and events
(e.g. what an event represents or why it oc-
curred). In the history graph model Renolen
[1996], different types of events are sup-
ported. Among other things, this makes it
possible to model continuously changing
events by specifying how data should be
interpreted between events (e.g. interpo-
lating certain values in a certain manner).
A problem with event-based models is that
spatial objects can often only be accessed
through their related events, causing many
queries to first require expensive searches
in order to find objects within each event
(e.g. finding the objects within a region, or
finding the time spans in which a given
object existed).

Separate models for space and time A dif-
ferent option is to keep track of both space
and time but to do so independently, thus
creating separate spatial and temporal ob-
jects and linking them appropriately. So-
called three-domain models are based on this
concept, the third domain being seman-
tics. Examples include Yuan Yuan [1994]]
and Claramunt and Thériault Claramunt
and Thériault [1995]. In another example,
Van Oosterom van Oosterom [1997] uses an
identifier consisting of both a region iden-
tifier and a timestamp to index spatiotem-
poral objects.

Conceptual models There are also some
more generic spatiotemporal models de-
scribed at a more conceptual level Story
and Worboys [1995], which are usually
only partially specified and thus do not
fit neatly in any other category. These
models might not offer a complete so-
lution, but they can be further specified
and adapted to suit specific applications.
For instance, Tryfona and Jensen Tryfona
and Jensen [19949|] describe the space-time
entity-relationship model, which is based
on the entity-relationship model Chen
[1976] common in database modelling.
Claramunt et al. Claramunt et al! [1994]
discuss an object-relational model that is
specifically tailored to model change, while
Parent et al. Parent et all [1999] describe
a similar one based on geometry-changing
processes. Price et al. Price et al| [200d] de-
scribe an extension of UML where class at-
tributes can be marked as spatial, temporal
or spatiotemporal.

Object-oriented models In contrast to the
flat hierarchies of the models above, most
newer spatiotemporal models are instead
object-oriented, using distinct spatial, tem-
poral and spatiotemporal classes which are
then connected by various relationships,
such as topological relationships, locations,
events and processes. These models are no-
tably different from others because their
entities are usually classes with their own
complex internal structures, as opposed to
earlier models in which they were sim-
pler static data types. They thus incorpo-
rate object-oriented programming features
such as composition, polymorphism, dele-
gation, and inheritance. For instance, an
early spatiotemporal model based on spa-
tiotemporal objects using the IFO database
model® Abiteboul and Hull [1987] is pro-
posed in Worboys et al. Worboys et al.
[190d], another one based on a similar con-
cept in Renolen Renolen [1997], a model
based on spatiotemporal simplexes as prim-
itives in Worboys Worboys [1994/], and one
based on distinct objects and events in Wa-

2 A formal description that involves relationships that
represent categories of objects, functions, and com-
position.



chowicz and Healy Wachowicz and Healy
[1994].

2.2 Time as a dimension and the
spatiotemporal models
considering it as such

Space in 2D and 3D GIS is usually consid-
ered and modelled in a manner resembling
a true dimension. Some notable exceptions
are 2.5D data, extruded blocks and some
forms of boundary representation. How-
ever, time, as seen above, is usually treated
as a simpler attribute instead. This means
that while spatiotemporal objects can usu-
ally support complex geometries represent-
ing their shape, their temporal character-
istics are often abstracted down to one or
two values, which is geometrically equiv-
alent to a single point or interval along
the time dimension. Among other draw-
backs, such a simplification limits the stor-
age of more complex and non-static con-
figurations, such as objects that exist along
multiple periods of time, or objects that
move or change their shape. It also makes it
difficult to perform queries involving both
space and time (such as the examples in the
introduction) as all the different versions of
a dataset must be reconstructed.

In order to allow for more complex (and ar-
bitrary) configurations, it is instead possi-
ble to model time as something closer to a
true dimension. By following a similar ap-
proach to how 2D/3D space is modelled, ar-
bitrary geometries along a 1D time axis can
be represented (e.g. by an arbitrary point set
in R), and by extension, arbitrary combi-
nations of 1D time geometries and 2D/3D
space geometries can be represented as well.
In fact, the concept of time as a dimension
to be combined with the spatial dimensions
is an established one with proven applica-
tions. As Couclelis Couclelis [1999] states,
time has historically been linked to space
and often considered as another dimen-
sion, and the 4D spatiotemporal manifold
known as the Minkowski space Minkowski
[1908] is used in the description of special
relativity in mathematics and physicsf.

3Minkowski space is non-Euclidean, but similar rep-

In the specific context of geographic infor-
mation standards, ISO 19108, which cov-
ers the modelling of geographic phenom-
ena in time, also points in this direction,
stating that ‘time is a dimension analogous to
any of the spatial dimensions’ [SO [2005b].
More importantly, the concepts, classes and
relationships embedded in the standard
are essentially analogues of the widely im-
plemented ISO 19107 ISO [2005d], which
is concerned with the description of geo-
graphic phenomena in space.

A representation where time is modelled
as one more spatial dimension has been
moreover used in several geographic ap-
plications, although mostly limited to 2D
space and time (Giiting et al! [2000]. For
instance, Hornsby and Egenhofer Hornsby
and Egenhofer [2002]] model the set of pos-
sible locations that an individual could visit
asa geospatial lifeline—a polyline or a succes-
sion of conjoined cones in 2D space+time.
Among several applications, models that
consider time as a dimension have been
used to analyse paths Hagerstrand [1970],
to detect and describe patterns Andrienko
and Andrienkd [200(], to analyse motion
in computer vision Blank et al! [2005],
to analyse animal movements and habitat
use Downs et all [2014], to visualise geo-
graphic information Kraak [2003]; Aigner
et al! [2007, 2008] and to visually analyse
it Andrienko et all [2o1d]. Alternatively,
Ligozat Ligozat [1994] parametrises tempo-
ral intervals into two dimensions, generat-
ing triangular regions of the plane which
can be interpolated, analysed, segmented or
visualised Qiang et al! [2014]], as well as gen-
eralised into different levels of detail van de
Weghe et all [2014]. 3D+time systems have
also been frequently proposed Erwig et al.
[1999]; |Galton [2oo4l], albeit this distinc-
tion usually remains only at a conceptual
level and is not reflected into most imple-
mentations. It has however been described
in detail in a GIS context by Pigot and Hazel-
ton Pigot and Hazeltor [1992]], but they
have to our knowledge not attempted to im-

resentations and techniques can be used with it.
For instance, Hanson and Weiskopf Hanson and
Weiskop{ [2001] show how computer graphics tech-
niques can be used to visualise it. General relativ-
ity is instead described by Riemann space Riemann
[1868].



plement it. In GIS and other fields, a 2D
space+time representation is often called a
space-time cube.

2.3 n-dimensional cell complexes
and their computer
representation

In order to describe the higher-dimensional
modelling approach that we apply to 3D
space and time, we use in this paper the ba-
sic concepts and notation behind cell com-
plexes. Intuitively, an n-dimensional cell
complex is a structure made of connected
cells of dimensions from zero up to n, where
an i-dimensional cell (i-cell),0 <7 < n,isan
object homeomorphic to an open i-ball (i.e.
a oD point, 1D open curve, 2D open disk,
3D open ball, etc.)d. o-cells are commonly
known as vertices, 1-cells as edges, 2-cells as
faces and 3-cells as volumes. As there is no
common name used for 4-cells, we simply
refer to them as such. For GIS purposes and
considering only linear geometries, o-cells
are used to model points, 1-cells to model
line segments, 2-cells to model polygons, 3-
cells to model polyhedra, 4-cells to model
polychora, and so on. Figure il shows graphi-
cal representations of two cell complexes.

An i-cell (i > 0) is bounded by a structure of
j-cells, j < i, which are collectively known as
its boundary. A j-dimensional face (j-face) of
an i-cell is a j-cell, j < i, that is part of the
boundary of the i-cell. A facet of an i-cell
is an (i — 1)-face of the i-cell, and a ridge of
an i-cell is an (i — 2)-face of the i-cell. Two
i-cells are said to be adjacent if they have
a common facet, and an i-cell and a j-cell,
i # j, are said to be incident if either is a
face of the other. A facet of a polyhedron
is thus one of the polygons on its bound-
ary, and a ridge of the polyhedron is one
of the line segments on its boundary. See
Hatcher Hatcher [2002]] for a more rigorous
definition of a cell complex based on induc-
tion.

Various surveys describe the data struc-
tures that can be used to represent n-
dimensional cell complexes Comi¢ and de

4Note that these objects do not contain their bound
ary, unlike closed i-balls which do contain it

Floriani [2012]; Arroyo Ohori et all [2o154].
Possible data structures include incidence
graphs Rossignac and O’Connor [1989];
Masuda [1993]; Sohanpanah [198¢], Nef
polyhedra Bieri and Nef [1988], and or-
dered topological models Brisson [1993];
Lienhardt [1994]. #n-dimensional gener-
alised maps Lienhardt [1994]; Damiand
and Lienhardt [2014]—a type of ordered
topological model—were used for the exam-
ples shown here, as they are able to repre-
sent a wide variety of models and can ele-
gantly handle attributes for the cells of ev-
ery dimension.

In short, generalised maps model objects
of any dimension by performing an ab-
stract simplicial decomposition of the ob-
jects. Unlike in a geometric simplicial
decomposition (i.e. an n-dimensional con-
strained triangulation Shewchuk [2008]),
the simplices do not correspond to a specific
region of the object and they do not require
any geometric operation in order to cre-
ate them. There are various ways in which
such an abstract simplicial decomposition
can be performed, but for the purposes of
this paper, it is similar to a barycentric tri-
angulation of an object (Figure Pf). In the
4D case, every such 4-simplex represents
a unique quintuple of a vertex, an edge, a
face, a volume and a 4-cell, all of which are
incident to each other. See Damiand and
Lienhardt Damiand and Lienhardt [2014]
for more details.

2.4 Construction of spatiotemporal
models and the operations on
them

The basic operations on spatiotemporal
models are usually data queries involving a
combination of space and time. In fact, Lan-
gran Langran [1991] already showed that
GIS queries always have time as a compo-
nent, either implicitly (e.g. ‘now’) or ex-
plicitly. Such queries can return both spa-
tial objects (e.g. ‘where does change oc-
cur?) and temporal attributes (e.g. ‘when
did change occur?’). However, note that for
our purpose there is no such distinction—
both kinds of queries would return point
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Figure 1: Two 3D cell complexes. (a) A simple model of a house contains a set of o-cells
(black balls), 1-cells (black cylinders), 2-cells (yellow polygons), and a 3-cell (red
volume). The graphical representations of the 1-, 2- and 3-cells are reduced to
be able to show all the cells in the complex. (b) A 3D city model with several
buildings showing only its 1- and 2-cells. All the 2-cells of every 3-cell are shown

in the same colour.

() (c)

Figure 2: A possible abstract simplicial de-
composition to create a gener-
alised map. Starting from (a) a
cube, (b-c) 3-simplices are formed
as quadruples of an input vertex
(o), edge (1), face (2) and volume
(3), all of which are incident to
each other.

sets in R%.

More concretely, queries are directly based
on the formal logics that define the pos-
sible relationships between spatiotempo-
ral objects. Regarding purely spatial re-
lationships, the typical GIS approach usu-
ally reduces them to a combination of set
membership, adjacency and incidence on
a planar partition. In fact, the most com-
mon schemes for topology in a GIS are
implemented solely on inspecting which
objects are in a set Egenhofer and Fran-
zosd [1991]; Worboys [1992b]; Giiting et al.
[200d]. These can be very intuitive, as
they often have direct correspondences to

natural language equivalents (e.g. ‘inside’,
‘touches’, ‘equals’, etc.) Dube and Egenhofer
[2012]. More complex relationships can
also be expressed, such as those that oc-
cur between objects that are nested in each
other.

Regarding purely temporal relationships,
Allen and Ferguson Allen and Fergu-
sori [1984] present the most common
temporal interval logic framework used
in GIS. It can be used to express rela-
tions such as: before/after, meets/met by,
overlaps/overlapped by, starts/started by,
during/contains, and finishes/finished by.
More complex propositions can then be
assembled using propositional logic to
combine multiple relations on one, some
or all the objects in a dataset.

Worboys Worboys [2005] describes some of
these theories of logic applied to joint spa-
tial and temporal relationships, including
tense and temporal logics (propositional
logics incorporating time) Prior [1957],
situation calculus (finite state machines
based on situations as states and actions
as transitions) McCarthy and Hayes [1964],
event calculus (a form of predicate logic
with events that occur, continue, are ini-
tiated and are terminated) Kowalski and
Sergot [1984], and interval temporal logic
(operations on intervals and accompany-
ing names for them) Allen and Ferguson



[1984]. Erwig et al. Erwig et al! [1994]
presents a concrete scheme of spatiotempo-
ral queries as combinations of spatial and
temporal queries, and Erwig and Schnei-
der Erwig and Schneidey [2002] describes
a series of 2D space+time predicates analo-
gous to predicates in 3D space. Hallot and
Billen Hallot and Billen [2008] present a set
of 25 point-point spatiotemporal relation-
ships that are projected to lines in a prim-
itive space.

Peuquet Peuquet [1994] discusses a more
direct approach, in which the spatiotempo-
ral relationships that are stored in a com-
puter system essentially serve as operations
that are used for querying spatiotempo-
ral datasets. She describes some of these
queries, dividing them into queries about
changes in spatial objects, about changes
in the spatial distribution of spatial objects,
and about temporal relationships between
multiple geographic phenomena.

Jiang and Worboys [iang and Worboys
[2009] present a tree-based representa-
tion that describes a topological model for
nested objects and how it changes accord-
ing to various spatiotemporal events. Such
changes reflect for instance the addition ofa
new nested object, the enveloping of an ob-
ject by another, or the splitting of an object
so as to remove one of its holes.

Various other spatiotemporal operations
are described based on space-time cube
models Higerstrand [197d]. For instance,
within a visualisation context, Bach et
al. Bach et all [2014] provides a com-
prehensive review of the operations that
can be applied. Bach et al. Bach et al.
[2014] describes a framework where vari-
ous visualisation operations are described
as geometric operations on a space-time
cube. Miller Millet [1991] describes how
accessibility-related concepts in a space-
time cube can be modelled and manipu-
lated. Demsar et al. Dems3ar et all [2015]
presents a method to visually analyse the
density of aggregated trajectories using a
volumetric representation. Demsar and
Coltekin Demsar and Coltekin [2014] quan-
tify the interactions between eye and mouse
movements also using trajectories on a
space-time cube.

Le Le [2013] presents a method to con-
struct spatiotemporal datasets based on in-
terpolating 3D models at different times. It
uses a combination of interactive user in-
put (control points) and automated solv-
ing of morphing equations. Theodoridis
et al. Theodoridis et al| [1999] describe a
method to construct synthetic spatiotem-
poral datasets of points and modelled ac-
cording to specific spatial distributions and
temporal evolutions. Renolen Renolen
[1999] presents methods for the generalisa-
tion and data reduction of spatiotemporal
datasets.

3 Higher-dimensional
modelling

The concept behind higher-dimensional
modelling is to represent any number of
parametrisable characteristics related to ge-
ographic information (e.g. two or three
spatial dimensions, time and scale) as di-
mensions that are modelled identically
and geometrically Arroyo Ohori [2014].
In this manner, real-world oD-3D enti-
ties are modelled as higher-dimensional
objects embedded in higher-dimensional
space, which are consequently stored us-
ing various higher-dimensional data struc-
tures Arroyo Ohori et al! [20154d].

Using this approach, an object is usually
modelled in a higher dimension than its
real-world counterpart when it exists along
one or more intervals along the non-spatial
dimensions. Ifit only exists at a finite num-
ber of points along these dimensions (e.g. a
moment in time), the model is of the same
dimension as the real-world object although
it might be composed of multiple discon-
nected components.

The fundamentals of higher-dimensional
modelling are well grounded in long-
standing mathematical theories.
Descartes Descartes [1637] already laid
the foundation for nD geometry by putting
coordinates to space, allowing the numer-
ical description of geometric primitives
and the use of algebraic methods on them,
theories of nD geometry were developed by



Riemann Riemann [1868] among others,
and Poincaré Poincaré [1895] developed
algebraic topology with a dimension-
independent formulation from the start,
stating that even if nD objects could not be
[then] represented, they do have a precise
topological definition, and consequently
properties that can be studied.

The higher-dimensional modelling ap-
proach opens the door to new practical
possibilities as well. From an application
point of view, topological relationships
between 4D objects provide insights that
those between timestamped 3D objects
often do not Arroyo Ohori et al| [2013],
such as the equivalences between multiple
representations of the same 3D object and
the changing topology of an object or its
connectivity to others through time. Also,
McKenzie et al. McKenzie et all [2001]
contend that weather and groundwater
phenomena cannot be adequately studied
in less than four dimensions, and Van
Oosterom and Stoter van Oosterom and
Stotey [2010] argue that the integration of
space, time and scale into a 5D model for
GIS can be used to ease data maintenance
and improve consistency, as algorithms
could detect if the 5D representation of an
object is self-consistent and its different
representations at different scales do not
conflict with other objects in spacetime.

It is important to note that this higher-
dimensional modelling approach bears no
relation to the most common usage of 4D,
5D, 6D, ..., nD GIS/BIM in both GIS prod-
uct descriptions and the scientific litera-
ture. There, such terms are generally used
to refer to any kind of support for the stor-
age of time information, costs, project life
cycles, or any other kind of non-spatial in-
formation. In most cases, this information
is simply stored as a tuple of attributes that
are appended to 2D/3D objects (e.g. times-
tamps), or as external structures that are
not linked to any objects with a geomet
ric description (e.g. IFC scheduling infor-
mation or the time series of 2D/3D objects
in most software). If one were to inter-
pret these objects geometrically, they would
result in one or more 2D/3D objects em-
bedded in higher-dimensional space, and
not in higher-dimensional objects embedded in

higher-dimensional space. It is thus that we re-
fer to our four-dimensional modelling ap-
proach with actual 4D objects as a true 4D
model.

However, it is worth noting that real strides
towards higher-dimensional GIS have been
made in various forms, including the fun-
damental aspects described in Section . In
addition, research in multidimensional GIS
aims at the integrated storage and analy-
sis of heterogeneous objects of different di-
mensions Raper [2ood]; Gold [2oo5], usu-
ally limited to oD-3D objects but sometimes
(conceptually) extended to higher dimen-
sions.

3.1 Applying higher-dimensional
modelling to 3D space and time

Higher-dimensional modelling can be di-
rectly applied to 3D space and time with-
out particular concern for the specific ways
in which space and time differ. Since 3D
Euclidean space (IR?) is generally used to
model physical 3D space and 1D Euclidean
space (R) is similarly used to model time, it
follows that 4D Euclidean space (R*) serves
as an adequate base for a 4D model inte-
grating 3D space and time. Even non-linear
models of time can be usually parametrised
in a way that is mapped easily to R with
the help of added attributes, such as is done
in implementations of various types of cal-
endars based on the time elapsed from an
epoch (e.g. Unix time).

We can thus easily define a 4D coordinate
system comprised by three spatial axes x, y
and z and one temporal axis t, such that a
point in 4D space can be described by a tu-
ple of coordinates of the form (x, yo, 2o, to)
While the order of the spatial and temporal
dimensions is not important, time is gener-
ally appended at the end as the fourth di-
mension by convention and is thus done
here as well.
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3.2 What gD space+time as 4D
space looks like

In order to understand what a 3D
space+time setting modelled as 4D space
looks like, it is easier to first consider a case
with a 2D space plane xy where time ¢ is
added as a third dimension. This is related
to the previously mentioned space-time cube
models and analysis as used in GIS Hager-
strand [197d]. In this configuration, a set of
2D objects, each of which exists for one or
more intervals of time, is thus represented
as a set of volumes. An i-cell that exists
along an interval of time is thus modelled
as an (i + 1)-cell. Figure § shows how this
works using the example of the cubical cells
family from dimension zero up to four.

Consider the example in Figure [f. Start-
ing from a 2D configuration with three foot-
prints that are each associated with a non-
zero length interval of time of the form
[fstarts fenals @ 3D representation of the same
footprints can be created by extruding each
footprint along the time dimension.

In this 2D space+time representation, at
any one moment in time (i.e. a horizon-
tal plane slicing the 3D model perpendic-
ularly to the 2D space plane xy), a poly-
gon is still represented as a polygon but one
that is embedded in 3D space, parallel to
the 2D space plane xy and orthogonal to
the time axis . As each of these objects re-
mains static during a time period, they are
modelled as prisms in 3D, with two identi-
cal bases that are parallel to the 2D space
plane xy and all other faces being orthog-
onal to it. As shown in Figure f, moving
objects can be modelled by related simple
shapes, such as antiprisms, twisted prisms,
parallelepipeds, frustums, wedges and pyra-
mids, among other shapes Arroyo Ohori
et all [2016].

Since many kinds of features in geographic
information are represented as planar par-
titions of polygons, and when considered
in time these usually do not overlap spa-
tially or temporally, their resulting 2D
space+time representations form 3D space
partitions. Such 2D+time representations
effectively represent the state of the 2D par-
tition at any point in time. Moreover, their

topological relationships in 3D space en-
code all those contained in 2D space and
those in 1D time. For instance, adjacency
and incidence in 2D space are still respec-
tively adjacency and incidence along the
first two dimensions, and adjacency and in-
cidence in time are represented by those re-
lationships along the third dimension.

Another interesting aspect to consider is
the meaning of a simply connected object in
this kind of representation. Starting from
a single time interval, which is represented
by a simply connected segment of a 1D line,
and an area without holes, which is rep-
resented by a simply connected region of
the plane, a 2D region without holes that
has existed for an interval of time is also
a simply connected volume in 2D-+time.
However, not all simply connected volumes
in 2D+time represent 2D regions without
holes. Ifa region has a hole during only part
of the time interval, it creates a cavity (i.e. a
3D volumetric hole), which in a 3D volumet-
ric representation is still simply connected.
However, we should point out that in a true
4D model, simply connected 4D models do
not necessarily result in simply connected
3D cross-sections at any given time.

Based on the examples described above, the
4D case is very similar and can be under-
stood by analogy. In 4D, a set of polyhe-
dra in time can be represented as a set of
polychora. As a simple example, we can
start from a geometrically equivalent con-
figuration as Figure [4(b), but which is now
representing 3D space xyz rather than 2D
space+time xyt. The former corridor foot
print now therefore represents a volumet-
ric elevated corridor connecting the second
floors of the two buildings.

Figure [§ shows this example using the 3D
space+time configuration modelled as 4D
space xyzt by similarly assigning an interval
of time during which each represented vol-
ume exists. This is done by assuming that
the building is constructed from the bot-
tom floors and upwards in three equal in-
crements (i.e. [¢g, #1], [t1, ] and [£;, £3]), such
that the bottom floors exist during the in-
terval [y, t3], the middle ones during [, 3]
and the top ones during [t,,t3]. The 4D
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(a) o-cube (point) (b) 1-cube (line seg- (c) 2-cube (square) (d) 3-cube (cube) (e) 4-cube (tesseract)
ment)

Figure 3: Cubical cells of different dimensions. An i-cube that exists along an interval of
time is modelled as an (i + 1)-cube. The former can be extruded into the latter.

(a) (b)

Figure 4: Starting from (a) a 2D representation of the footprints of two buildings (green
and blue) and a connecting corridor (red), (b) a 3D representation is created us-
ing 2D space (x, y) + time (the vertical axis t). The two buildings (green and blue)
existalong the interval [f,, f3] and the corridor (red) along [, {,]. Thus, the build-
ings were separate at t = t,, were then connected by the corridor at t = #;, then
became disconnected again when the corridor was removed at time t,. This con-
figuration remains unchanged until time ¢t = t;. The times f, t;, t, and t3 are
shown as points along the line representing the front right corner of the con-
necting corridor.
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Figure 5: Moving and morphing objects in time can be represented by simple shapes that
are related to prisms, such as: (a) parallelepipeds for translating objects, (b)
twisted prisms for rotating objects, and (c) frustums for scaling objects.
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model in this figure and the ones which fol-
low are shown using a perspective projec-
tion from 4D to 3D, after which we apply an-
other perspective projection down to 2D.

Intuitively, this 4D to 3D projection results
in a view where the objects that are far-
ther away are shrunk or scaled inwards,
much like the 3D to 2D perspective projec-
tion used in most realistic renderings of 3D
models and the figures of 3D objects pre-
sented in this paper. In short, in order
to apply the 4D to 3D perspective projec-
tion, we first define a viewpoint with 4D
coordinates—which is set as the origin of a
new 4D coordinate system—and a viewing
direction as a 4D vector—which goes from
the viewpoint towards the centroid of the
4D object and is set as the fourth axis of the
system. The other axes can be set arbitrar-
ily but must be orthogonal to each other,
so we initialise them arbitrarily to z and ¢,
and then use a 4D cross product to ensure
that they become orthogonal to each other.
The final result is then obtained by taking
the coordinates of each point in the first
three axes and scaling them inwards using
the coordinates of each point in the fourth
axis (which acts as a measure of the dis-
tance from the viewpoint to each point, i.e.
the depth). See Arroyo Ohori Arroyo Ohori
[2016] for more details.

At any one moment in time (i.e. a hyper-
planebd slicing the 4D model orthogonally to
the time dimension), a polyhedron is still
represented as a polyhedron but one that
is embedded in 4D space. As the volumes
in this example are not moving or chang-
ing shape, they take the form of prismatic
polychora, which are analogous to prisms in
3D and are bounded by identical polyhedral
bases whose bounding faces are connected
by polyhedral sides.

Like in the 2D+time case, if a set of repre-
sented polyhedra form a 3D space partition,
the polychora in 3D+time also form a 4D
space partition, which describes the state of
the polyhedra at any point in time. The
topological relationships of adjacency and

5A hyperplane in R* is a 3D subspace in R* which can
be described by a linear equation of the form a;x +
ayy + a3z + agt = b, where ay,a,,a3,a, and b are the
coefficients of the linear equation.
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incidence in 3D+time also represent their
analogues in 3D.

Finally, a simply connected object in this
kind of 4D representation is similar to the
example presented before. If a simply con-
nected volume exists along a single time in-
terval, it can also be represented by a simply
connected 4-cell.

3.3 Spatiotemporal conceptsina
higher-dimensional model

Higher-dimensional models integrating
space and time are substantially different
from most other types of models presented
in Section p.1. Unlike in other models,
where usually only the spatial entities
in the model have a natively geometric
representation and the temporal and
spatiotemporal entities were treated as
attributes or as abstract links between other
classes, all of the primitives in a higher-
dimensional model are spatiotemporal and
essentially geometric in nature. In fact, the
spatiotemporal primitives and the object
equivalences across time in an integrated
model directly correspond to point sets in
R4, and are thus describable as equations
or as specific cell complexes. Notably, these
cell complexes can be created, manipulated
and labelled with attributes like all other
geometric primitives.

However, most existing spatiotemporal
concepts do have clear equivalences in a
higher-dimensional model of space and
time. Hereafter we therefore map some
of the best known spatiotemporal con-
cepts into their geometric equivalents in
a higher-dimensional integrated model.
Nonetheless, it is good to bear in mind
that terminology in different spatiotem-
poral models differs Worboys [2005], and
so these equivalences might also differ
depending on the specific model.

A moment or instant t, corresponds to a hy-
perplane obtained by an equation of the
form t = ¢, where f; is a point along the
time axis f. Such a hyperplane is thus or-
thogonal to the time axis t. The hyperplane
along all other axes is unbounded and cov-
ers the extent (—oo, 00). Because of this, in



(a) (b)

(c) (d)

Figure 6: (a) A 3D space (x,y,z) + time representation of a geometrically equivalent set
of volumes as in Figure [4(b] where the volumes of the first floor were assigned
the time interval [f, f3], those in the second floor [t;, £3] and those in the third
floor [ty, t3], thus representing the construction of a building from the bottom
and upwards. The edges and volumes of the 4D model are also shown in three
parts for clarity, respectively corresponding to the volumes of the (b) first, (c)
second and (d) third floor. The 4-cells of the model, of which there is one per
building/corridor in (b), (c) and (d), are bounded by the volumes that are shown.
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terms of an implementation, it is likely eas-
ier to store such a hyperplane as a single co-
ordinate along the time dimension. Based
on the previous definition, a snapshot at a
moment f; is a 3D cell complex obtained
by computing a point-set intersection of the
4D cell complex representing the entirety of
the 4D model and the hyperplane defined
by the moment ¢,

A closed interval of time [ty tenq] COTYTE-
sponds to a 4D subspace describable by an
equation of the form ty,x < t < fong.
The 4D subspace along all other axes is un-
bounded. Note that it is similarly possi-
ble to describe open intervals, infinite inter-
vals (e.g. [1985, o0]) and sets of intervals (e.g.
[1743,1945] U [2005, o]) using similar con-
structions, all of which have well-defined
geometries.

A location is a subset of 4D space whose di-
mension is that of the region that it de-
scribes in 3D space plus one. A point in 3D
space is thus represented by an infinite line
stretching along the time dimension with
an extent (—oco, o0) and the same xyz coordi-
nates as in 3D space. Similarly, a curve thus
becomes a subset of an unbounded surface,
asurface becomes a subset of an unbounded
volume, and a volume becomes a subset of
an unbounded 4D subspace.

A 3D spatial object or spatially referenced ob-
ject is a 4D cell complex that extends along
the time dimension from the creation of the
object to its destruction. The geometry of
the 3D object at a given time can be obtained
by selecting its 4D analogue in the model
and computing a point set intersection with
a hyperplane defining the moment in time
at which the object should be extracted.

An event or process, interpreted as a point or
interval in time that is paired with change
in a set of spatial objects or in their at
tributes, is defined as a cell complex of di-
mension up to three whose characteristics
depend on the kind of event that is being
depicted. Admittedly, such a definition is
rather vague, but this reflects the great va-
riety among the types of events that can be
described. For instance, when such an event
describes a change in a 3D object, it can
form:
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- a 3D cell complex on the common
boundary between two or more sets of
4D cell complexes which are modified
by the event (in terms of geometry,
topology, attributes or the semantics
that are implied by being on a certain
side of the event); or

- a 3D cell complex on the boundary of
one or more 4D cell complexes that are
created or modified at the time of the
event.

An event might be stored explicitly by
marking its corresponding cells as such and
attaching them with appropriate semantics
about the event. However, much like in
other spatiotemporal models, it is also pos-
sible to not store all events explicitly and in-
stead deduce certain events from the geom-
etry of the 4D cell complex. For instance,
when two 4-cells are adjacent and a signif-
icant part of their common bounding vol-
ume(s) lie on a hyperplane defined by a mo-
ment in time, they are very likely to have
been effected (created, destroyed, or have
their geometry changed) by an event at that
time. In a slightly more complex exam-
ple, when two 4-cells are not adjacent but
nevertheless have some common bounding
vertices, edges or faces, they are also likely
to have been effected by an event at their
common boundary even if their common
bounding cells do not lie on a single hyper-
plane.

In many instances, such 3D cell complexes
lie on a hyperplane representing a moment
in time, and so the term event seems like
a better fit. However, unlike in most spa-
tiotemporal models, there is no reason to
limit processes to a single point or interval
in time. Processes therefore can comprise
a complex series of geometric, topological
and attribute changes occurring in differ-
ent regions in space and along one or more
time points or intervals, and such processes
can also be represented implicitly or explic-
itly.



4 Defining useful 4D
operations

As shown in Figure [§, even a simple 4D
model has a large number of o-, 1- and 2-
cells which visually overlap in any projec-
tion down to 2D and 3D, making them dif-
ficult to manipulate interactively. More-
over, the 3- and 4-cells in the model are
also not appropriate for direct editing as
they are rather complex and their bound-
ing facets also obscure each other. Arbitrar-
ily manipulating a 4D model through its up-
to-4D primitives and their underlying data
structures is thus undoubtedly difficult—
not least because of our lack of intuitive un-
derstanding of the model’s geometry in di-
mensions higher than three Frank [2014].

However, while defining and using oper-
ations based on oD-4D primitives as in-
put can be quite difficult, for the case of
3D space and time, these kind of opera-
tions are not strictly necessary. The basic
manipulation of the model can in fact be
performed using a set of cognitively sim-
ple operations. This is because many rela-
tively complex 4D spacetime operations in
the context of geographic information can
be decomposed into separate simpler oper-
ations on the three spatial dimensions and
on the temporal dimension.

As an example, modelling a moving 3D
object can be decomposed into a few easy
steps: (i) the 3D object is modelled in stan-
dard 3D modelling software, oriented and
placed in its starting location, and exported;
(ii) the object is imported into the 4D model
at the starting time of the motion (Sec-
tion [4.1); (iii) the object is selected based on
an ID (Section [4.2); (iv) the selection is ex-
truded into a 4D prismatic polychoron up
to the end time of the motion (4.3); (v) the
3D base of the extruded object at the end
time is selected, which can be accomplished
by finding the facet with all vertices using
the end time as a fourth coordinate (Sec-
tion j4.2)); and (vi) the base is moved to its
final position and orientation in 3D space
using a transformation (Section j4.7).

Much like the sequence of operations men-
tioned above, we propose a scheme where

users manipulate 4D models indirectly
through operations that either:

- useup-to-4D primitives as input but are
already in the system and are conceptu-
ally very simple, or

- are more complex but use independent
inputs of up-to-3D primitives in 3D
space and up-to-1D primitives in time.

The primitives in 3D space can be modelled
in standard 3D modelling software, while
the simpler 1D temporal primitives, which
are intervals or points, can be passed di-
rectly to the software. The operations can
then be defined and implemented so that
they create and manipulate the underlying
4D data structures of the 4D model.

While the number of such operations
needed to accommodate all current use
cases in 3D GIS and spatiotemporal mod-
elling software as single operations is cer-
tainly very large, we have attempted to de-
fine a small set of useful 4D operations that
can be combined intuitively, can be im-
plemented with relative ease and cover the
most common use cases. Many of these
correspond directly to typical operations in
2D and 3D geometric modelling Mantyla
[1988] and computer graphics Schneider
and Eberly [2003], including insertion, se-
lection, deletion and export functions. In
addition, we propose using extrusion to
convert existing up-to-3D data into up-to-
4D data. Finally, we describe a few manipu-
lation operations that change the geometry
of a 4D model: generating new snapshots,
splitting and merging geometries, and ap-
plying geometric transformations to cer-
tain cells in the model. These operations are
described briefly below.

4.1 Insert 3D model at a given time

The basic insertion operation in a true 4D
model should be able to import existing 3D
models into the 4D model. For this, the in-
sertion operation takes a set of oD-3D cells
(i.e. a 3D model possibly containing dan-
gling faces, edges and vertices) and a mo-
ment in time (i.e. a point along the tem-
poral dimension or a single timestamp) as
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input, and importing all the o-, 1-, 2- and
3-cells in the model at this moment by re-
embedding every cell from R3 to R%. For
this, it is likely best to incrementally con-
struct all the cells using the 4D data struc-
ture used in the system, starting from the
o-cells upwards, reusing existing cells in
the model where appropriate Arroyo Ohori
et all [2014], and performing appropriate
preprocessing and validation checks to en-
sure that the 4D model is valid and self-
consistent.

For instance, considering a model with a 4D
space partition as a base, it might be nec-
essary to perform a topological reconstruc-
tion of the model Diakité et al. [2014]; Ar
royo Ohori et all [2014] with a given toler-
ance threshold or to compute point set in-
tersections between cells. In this manner,
lower-dimensional cells that cause other
higher-dimensional cells to split (e.g. ver-
tices that fall within an edge) are prop-
erly embedded into the same combinatorial
structure. Intersecting cells can be similarly
split at their common faces.

The attributes of the imported cells can then
be individually added to or merged with
those of existing cells. For instance, for
most dimension-independent data struc-
tures, it might be desirable to check that ev-
ery i-cell, i > 0, is properly bounded by a
set of (i —1)-cells and forms a combinatorial
manifold.

Assuming a model with only linear geome-
tries such that the embedding in R* is only
defined for the o-cells, it is possible to use
the 1-, 2- and 3-cells in the input 3D model
largely as is. For the o-cells it is how-
ever necessary to assign new 4D coordi-
nates to every point. In order to do this,
the import function should simply append
a given input time f; as a fourth coordi-
nate for every point, such that if an input
o-cell is embedded at a point with coordi-
nates (Xo, Yo, Zo), its newly assigned 4D coor-
dinates are (xg, Yo, 2o, to)-

4.2 Select cells in the model

In order to further process certain parts of
the 4D model, it is necessary to define meth-

ods to select certain cells in it. The selec-
tion methods used can be similar to those
used in 2D/3D GIS, such as selecting us-
ing object IDs or particular attribute val-
ues (e.g. using algebraic expressions or a set
value on the time dimension), object geom-
etry (e.g. using bounding regions of various
shapes or simply intervals for every dimen-
sion), or object topology (e.g. connectivity
to each other or to agiven element). In addi-
tion, special selections using computed val-
ues can be useful, such as selections by a
given Lebesgue measuref.

However, more complex methods that be-
come more meaningful in higher dimen-
sions are also possible. For instance, selec-
tions using object boundaries are useful in
order to obtain certain lower-dimensional
features, such as a selection involving the
cells on the boundary of an already se-
lected object, or a selection of the lower-
dimensional cells on the common bound-
ary of two higher-dimensional ones Diak-
ité [2015]. As another example, a selection
based on the objects having a dimension of
four can be used to obtain all 3D objects ex-
isting along time intervals. Selections based
on the computation of topological invari-
ants can be used to find objects with dif-
ferent topological properties, such as using
Betti numbers Betti [1871] to obtain objects
with different numbers of holes of differ-
ent dimensions (e.g. handles and cavities).
Also, a spacetime query verifying whether
two 3D objects were ever adjacent is straight-
forward: if their 4D analogues are adjacent,
then at some point in time they were adja-
cent in 3D as well.

These selection methods can then be used
by themselves or combined with each other
in order to perform more complex queries.
For instance, interior, boundary and clo-
sure operations can be used to refine ex-
isting selections, and Boolean set opera-
tions can be used to combine multiple se-
lections.

The generalisation of 1D length, 2D area, 3D volume,
etc. to arbitrary dimensions.
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4.3 Extrude selected 3D model
along a time interval

When a cell of any dimension is inserted
into the model using the insertion oper-
ation described previously, it is imported
into the system as-is, or equivalently, as
if it existed only for a single moment in
time. However, many representations of
geographic phenomena do not only exist
for a moment in time, but instead exist for
an interval, which might be closed or open
(i.e. containing their endpoints or not), or
might be finite (i.e. a line segment along the
temporal dimension) or infinite (i.e. a ray or
line along the temporal dimension).

Geometrically, an i-cell existing along a pe-
riod of time is equivalent to a prismatic (i +
1)-cell—the (i + 1)-dimensional analogue of
a prism. Such a prism can be defined in-
tuitively as a cell that is bounded by a set
of facets: two identical ‘top’ and ‘bottom’
facets, and a set of other facets that join cor-
responding ridges of the top and bottom
facets.

Higher-dimensional extrusion [Ferrucci
[1993]; Lienhardt et al! [2004]; Arroyo
Ohori et all [2015b] is a procedure to gen-
erate such a prismatic (i + 1)-cell. Given
a set of i-dimensional objects in the form
of an i-dimensional cell complex, and a
set of intervals per i-cell in the complex,
it is possible to extrude the cells along
the (i + 1)-th dimension, thus creating a
(i + 1)-dimensional cell complex. Thus,
starting from a set of oD-3D cells, which are
extruded along the time dimension, they
are converted into oD-4D cells. During this
time interval the cells remain unchanged
(e.g. static, or have the same valid represen-
tation). An example of such an operation is
shown in Figure .

4.4 Delete selected cells

After a set of cells has been selected, the sim-
plest basic operation consists of deleting the
selected cells. Such an operation usually
only requires finding the primitives asso-
ciated with the given cells, as well as those

for the cells in their boundaries without at-
tributes, and deleting those primitives that
are not used in cells that will be preserved
in the model.

4.5 Add or remove a snapshot

Another basic operation consists of creat-
ing a new snapshot at which all the cells that
extend before and after a given time £, are
split, thus modifying some existing 1D-4D
cells and creating an explicit set of new oD-
3D cells at #,. This is conceptually equiva-
lent to a method that slices the model with
a hyperplane that is orthogonal to the time
axis f. The existing 1D-4D cells extending
before and after this time are thus each split
into two or more 1D-4D cells. The new oD-
3D cells can then be further processed (e.g.
transformed to model motion) or extracted
(e.g. to export the state of a region at a given
time as a 3D model).

A relatively simple algorithm that splits the
model at #; could do this in a few steps in
increasing dimension:

1. Split all edges intersecting the hyper-
plane defined by the moment ty. This
is done by first finding edges with one
endpoint with f < t; and the other end-
point with f > t,. For every such edge,
a new vertex is created at f, whose co-
ordinates are a linear combination of
the two endpoints of the edge. Finally,
the edge is split into two edges using the
previous endpoint vertices and the new
vertex.

2. Split all faces intersecting the hyper-
plane ty—which have split edges on
their boundary—Dby creating new edges
that join the new vertices through the
interior of the face only. This can be
done using a sweep-plane algorithm on
a parallel projection to 2D using a pair
of axes where the polygon of the faces
does not become degenerate.

3. Split all volumes intersecting the hy-
perplane ty—which have split faces on
their boundary—by creating new faces
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(a)

(b)

Figure 7: Extruding (a) a set of oD-3D cells representing a building along a time interval
results in (b) a set of prismatic oD-4D cells.

defined by rings of the new edges cre-
ated in the previous step. Every closed
ring defines a new face.

4. Split all 4-cells intersecting the hyper-
plane ty;—which have split volumes
on their boundary—by creating new
volumes that are bounded by the pre-
viously created faces. Every set of faces
that bound a volume define a new vol-
ume, which in the case of dimension-
independent data structures based on
quasi-cellular manifolds [Lienhardt
[1994]]; Damiand and Lienhardt [2014]
can be found by matching them in pairs
at their common boundaries Arroyo
Ohori et all [2014].

The first two of these steps are shown using

the tesseractl [-1,1]* in Figure [§. The last
two are not shown since they do not result
in appreciably visually different models.

Removing an existing snapshot is much
simpler and can be considered as a special
case of the merging cells operator described
below.

4.6 Split or merge cells

Based on a selection of cells of any dimen-
sion existing in the system, a basic modifi-
cation operation would entail splitting and
merging them. In this manner, it is possi-
ble to implement many common functions,

7The 4D analogue of a 2D square or 3D cube.

such as splitting or merging administra-
tive boundaries in 2D, splitting and merg-
ing rooms in a 3D building model (e.g. due
to the construction or demolition of a wall),
or splitting and merging 4D spatiotemporal
instances of those rooms (e.g. due to the cre-
ation or deletion of an explicit event).

Merging cells of any dimension is rela-
tively simple, as this operation can be de-
fined based on a selection (e.g. by select-
ing a cell and then expanding the selec-
tion to those adjacent to it), and a set of
i-cells that are connected by adjacency re-
lationships can be merged by removing
their common facets. That is, edges can be
merged by removing their common bound-
ing vertex, faces can be merged by removing
their common bounding edges, volumes by
their common bounding faces, and 4-cells
by their common bounding volumes.

Splitting cells is somewhat more complex,
as this operation invariably needs some
kind of geometric input that defines how
the cells are split. One option to provide
this input is to give a set of cutting hyper-
planes, e.g. a 3D space partition and a mo-
ment in time, or even a 4D space partition,
all of which can be parametrised and passed
to a splitting function.

However, for the probably most common
way in which such a function would be
used, which would split the cells at a given
time, it seems significantly easier for a user
to export a 3D model of a selection, split
edges, faces and volumes in any 3D mod-
elling software and re-import the resulting
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(a) (b)

(c)

Figure 8: (a) Starting from a tesseract intersected by the hyperplane defined by time ¢,
the procedure to split it at a given time £, can be implemented by: (b) splitting
all edges that intersect t; by generating new vertices, (c) splitting all faces that
intersect t by generating new edges, splitting all volumes that intersect ¢, by gen-
erating new faces, and splitting all 4-cells that intersect ¢, by generating new vol-

umes. The procedure is shown here using the tesseract[-1, 1]*, whichis cut along

the hyperplane t = 0.

3D model. Depending on the implementa-
tion, this procedure might involve first re-
moving the exported cells and then recom-
puting the topological relationships for the
imported cells Arroyo Ohori et al! [2014)].

The basic constraint for a split or merge op-
eration is that it should be possible to find a
1-to-n (for splitting) or n-to-1 (for merging)
mapping between the input cells and the
output cells. A typical example of a work-
flow using this kind of operation is shown
in Figure g using a 3D case for clarity, and
then a 4D case in Figure id.

4.7 Apply transformation to
selected cells at a given time

As discussed previously in the introduction
of this section and in more detail in Arroyo
Ohori et al. Arroyo Ohori et all [2016], ap-
plying a transformation to either base of a
prismatic polychoron (e.g. those generated
by extruding any polyhedron) is a simple
way to represent a moving object. The un-
changed base of the polychoron represents
a 3D object at its initial position and orien-
tation, the transformed base represents the

3D object at its final position and orienta-
tion, and the 4D subspace in between rep-
resents an interpolation of the motion be-
tween these two endpoints.

In fact, various transformation matrices can
be easily defined to translate, scale and ro-
tate objects in any dimension Arroyo Ohori
et al| [2016]. Figure il shows the result
of applying these transformations to a base
of a prismatic polychoron representing a
3D building. Applying similar transforma-
tions to only some faces of a given cell can
also be used to create other complex objects,
such as simply connected 4D objects that
are however not simply connected at some
snapshots.

However, it is important to note that cer-
tain transformations might result in self-
intersecting polychora. Among other so-
lutions and depending on the specific case
involved, such self-intersections might be
resolved in different ways, such as mov-
ing vertices, applying incremental extru-
sion and smaller transformation steps (e.g.
for large rotations), or removing degener-
ate cells from the model Arroyo Ohori et al|
[201d].
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(@) (b) (c)

Figure 9: (a) A prism with star bases is generated from importing and extruding a star-
shaped polygon. (b) A star-shaped face of the prism is exported and split into a
set of triangles. (c) The set of triangles is re-imported and used to substitute the
top base of the prism. Note how the side faces connecting corresponding edges
of the two bases are maintained, as is the bottom face of the prism.

(a) (b) (c)

Figure 10: Out of (a) a tesseract, where its 8 bounding cubes are shown in different colours,
(b) a single cube is exported and split in half into two cuboids. After (c) the two
cuboids are then re-imported and used to substitute the cube, the set of volumes
again bound a closed 4-cell.
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(e) ®

Figure 11: Starting from (a) a polyhedron which is extruded into (b) a prismatic poly-
choron, 4D transformations can be applied to (c) one of its 3D bases, which is
highlighted in orange. The transformations here depict a 3D object that is sub-
ject to: (d) translation, (e) rotation, and (f) scaling in time.
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4.8 Export 3D model

A final desirable operation, described im-
plicitly before, is exporting a selection of
oD—3D cells from the 4D model as a 3D
model. Such a 3D model can then be used
for visualisation, or used for editing (as in
Section fid) and re-imported into the 4D
model. In most instances, the 3D models ex-
ported would involve already created snap-
shots obtained by a selection using the hy-
perplane defined by a moment in time.

For this, it is necessary to apply a given
projection to transform the 4D coordinates
of the cells—only the o-cells in the case
of linear geometries—into 3D coordinates.
Several types of projections with varying
degrees of intuitiveness are possible, such
as orthographic projections or the perspec-
tive projections used for the figures of
this paper, which together are the stan-
dard used for visualisation in 3D GIS. How-
ever, there are other interesting possibili-
ties, such as equiangular projections or to
first apply an inwards-outwards projection
to a 3-sphere and then a stereographic pro-
jection to 3D Arroyo Ohori et all [2016].
Notably, the last approach results in an
inwards-outwards time axis in which there
are much fewer intersections than in other
types of projections, but the resulting mod-
els involve rounded volumes, surfaces and
curves or their approximation using a large
number of flat volumes, faces and edges.

5 Conclusions and future
work

Three-dimensional space and time can
be jointly modelled and implemented
as four identical dimensions in a 4D
model using the principles behind higher-
dimensional modelling Arroyo Ohori
[2014] and dimension-independent data
structures Arroyo Ohori et al| [2o15d] such
as generalised maps Lienhardt [1994];
Damiand and Lienhardt [2014]. By using a
vector modelling approach with up-to-4D
objects, it is possible to store even com-
plex situations with no ambiguity, such

as objects that move and change in shape
at the same time and all the topological
relationships between them. While such
a representation can also be used in order
to model and store lower-dimensional
objects (e.g. point clouds and trajectories
embedded in 4D), it is not a particularly
efficient way to do so. However, using
the fourth dimension as a concept is still
useful for visualisation and certain kinds
of spatial analyses, such as the analysis of
3D trajectories in time.

A higher-dimensional spatiotemporal
model is substantially different from
most other spatiotemporal modelling ap-
proaches. Unlike in other models, where
usually only the spatial entities in the
model have a natively geometric represen-
tation and the temporal and spatiotemporal
entities were treated as attributes or as ab-
stract links between other classes, all of
the primitives in a higher-dimensional
model are spatiotemporal and essentially
geometric in nature.

While higher-dimensional models and the
operations on them can certainly be com-
plex, we believe that they can nevertheless
remain intuitive and are implementable in
practice. Within this paper, we have fo-
cused on a small set of useful 4D opera-
tions that are cognitively simple, can be
combined intuitively, and cover the most
common use cases. Many of these opera-
tions are essentially 4D analogues of typ-
ical operations in 3D modelling and 3D
computer graphics Schneider and Eberly
[2003]. Some of them also correspond di-
rectly to operations in 2D and 3D GIS, in-
cluding insertion, selection, deletion and
export functions, although special care is
needed to re-embed objects from R3 to R*
and vice versa. In addition, nD extrusion
algorithms can be used to convert 3D ob-
jects into 4D ones, where a 4D object repre-
sents its 3D analogue remaining static dur-
ing a specific timeframe. Based on these
simplistic extruded 4D models, we also de-
scribed here a few manipulation operations
that change their geometry: generating new
snapshots, splitting and merging 4-cells,
and applying geometric transformations to
all/part of an object. Combined, these
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can be used to model many common geo-
graphic phenomena, such as implicit and
explicit events, histories of administrative
subdivisions, moving objects, and simplifi-
cation/generalisation processes.

Overall, we believe that the 4D models ob-
tained by these operations are a good ba-
sis for a spatiotemporal GIS, and are signifi-
cantly more powerful than solutions that fo-
cus only on space or time. After all, there
is value in a relatively compact set of im-
plementable and cognitively simple opera-
tions that can easily produce valid output,
especially when testing such validity in di-
mensions higher than three. In a 4D model,
space and time are equivalent and queries
that are space-driven are as easy as those
driven by time.

While in this paper we have only dis-
cussed the modelling of time in the sense
of when events occur (i.e. real time), inte-
grated models incorporating other time di-
mensions are an interesting topic deserving
further study. Such models can incorporate
more complex time-related features, such as
transaction time (i.e. when events are regis-
tered into a computer system) and version-
ing (i.e. different computer models of the
same real-world object). Five and higher-
dimensional systems can be thus imple-
mented, which are not too different from
a theoretical standpoint compared to the
4D system described here. It is however
worth noting that defining intuitive 5D and
higher operations is significantly more dif-
ficult than the 4D operations described in
this paper Arroyo Ohori [2014].

In the future, we plan to further develop,
create relevant algorithms and implement
at least some of the operations described
in the paper, focusing on the creation and
deletion of snapshots (Section }4.g) using ar-
bitrary hyperplanes in R%. Once the CGAL
generalised maps package that we are us-
ing as a base is released (see acknowledge-
ments below), we will make sure that the
developed operations are compatible with
it and they will be released as well under
an open source licence (https://3d.bk.
tudelft.nl/code/).

Acknowledgements

We would like to thank Guillaume Damiand
for the nD generalised maps implementa-
tion that was used for the examples shown
in this paper. It is currently under submis-
sion as a potential future package of CGALS
(the Computational Geometry Algorithms
Library).

This research is supported by the Dutch
Technology Foundation STW, which is part
of the Netherlands Organisation for Scien-
tific Research (NWO), and which is partly
funded by the Ministry of Economic Affairs
(Project code: 11300).

References

Serge Abiteboul and Richard Hull. Update
propagation in the IFO database model.
In Sakti P. Ghosh, Yahiko Kambayashi,
and Katsumi Tanaka, editors, Founda-
tions of Data Organization, pages 319-331.
Springer US, 1987. 10.1007/978-1-4613-
1881-1_26.

Wolfgang Aigner, Silvia Miksch, Wolf-
gang Miiller, Heidrun Schumann,
and Christian Tominski. Visualizing
time-oriented data—a systematic view.
Computers € Graphics, 31:401-409, 2007.
10.1016/j.cag.2007.01.030.

Wolfgang Aigner, Silvia Miksch, Wolfgang
Miiller, Heidrun Schumann, and Chris-
tian Tominski. Visual methods for ana-
lyzing time-oriented data. IEEE Transac-
tions on Visualization and Computer Graph-
ics, 14(1):47-60, January/February 2008.
10.1109/TVCG.2007.70415.

Murad Davudovich Akhundov. Conceptions
of space and time: sources, evolution, direc-
tions. MIT Press, November 1986.

Khaled K. Al-Taha, Richard T. Snodgrass,
and Michael D. Soo. Bibliography
on spatiotemporal databases. Inter-
national Journal of Geographical In-
formation Systems, 8(1):95-103, 1994.
10.1080/02693799408901988.

Shttp://www.cgal.org

24


https://3d.bk.tudelft.nl/code/
https://3d.bk.tudelft.nl/code/
http://www.cgal.org

James F. Allen and George Ferguson. Ac-
tions and events in interval temporal
logic. Technical Report 521, The Univer-
sity of Rochester, 1984.

Gennady Andrienko, Natalia Andrienko,
Urska Demsar, Doris Dransch, Jason
Dykes, Sara Fabrikant, Mikael Jern,
Menno-Jan Kraak, Heidrun Schu-
mann, and Christian Tominski. Space,
time, and visual analytics. Interna-
tional Journal of Geographical Informa-
tion Science, 24(10):1577-1600, 2010.
10.1080/13658816.2010.508043.

Natalia Andrienko and Gennady An-
drienko. Exploratory Analysis of Spatial
and Temporal Data: A Systematic Approach.
Springer-Verlag Berlin Heidelberg, 2006.

10.1007/3-540-31190-4.

Marc P. Armstrong. Temporality in spa-
tial databases. In GIS/LIS ’88 : proceed-
ings : accessing the world : third annual In-
ternational Conference, Exhibits, and Work-
shops, pages 880-889. American Society
for Photogrammetry and Remote Sens-
ing, 1988.

Ken Arroyo Ohori. Higher-dimensional mod-
elling of geographic information. PhD the-
sis, Delft University of Technology, apr
2016. 10.4233/uuid:39c5b176-398b-4a6f-
8578-1dc46e9f37ed.

Ken Arroyo Ohori, Pawel Boguslawski, and
Hugo Ledoux. Representing the dual
of objects in a four-dimensional GIS.
In A. Abdul Rahman, P. Boguslawski,
C. Gold, and M.N. Said, editors, Devel-
opments in Multidimensional Spatial Data
Models, Lecture Notes in Geoinformation
and Cartography, pages 17-31. Springer
Berlin Heidelberg, Johor Bahru, Malaysia,
May 2013. 10.1007/978-3-642-36379-5_2.

Ken Arroyo Ohori, Guillaume Damiand,
and Hugo Ledoux. Constructing an n-
dimensional cell complex from a soup
of (n-1)-dimensional faces. In Prosen-
jit Gupta and Christos Zaroliagis, editors,
Applied Algorithms. First International Con-
ference, ICAA 2014, Kolkata, India, January
13-15, 2014. Proceedings, volume 8321 of
Lecture Notes in Computer Science, pages
37-48. Springer International Publishing

Switzerland, Kolkata, India, January 2014.
10.1007/978-3-319-04126-1_4.

Ken Arroyo Ohori, Hugo Ledoux, and
Jantien Stoter. An evaluation and clas-
sification of nD topological data struc-
tures for the representation of objects
in a higher-dimensional GIS. Inter-
national Journal of Geographical Informa-
tion Science, 29(5):825-849, May 2015a.
10.1080/13658816.2014.999683.

Ken Arroyo Ohori, Hugo Ledoux, and
Jantien Stoter. A dimension-independent
extrusion algorithm using generalised
maps. International Journal of Geographical
Information Science, 29(7):1166-1186, July
2015b. 10.1080/13658816.2015.1010535.

Ken Arroyo Ohori, Hugo Ledoux, and
Jantien Stoter. Defining simple nD op-
erations based on prismatic nD objects.
In E. Dimopoulou and P. van Oosterom,
editors, Joint 3D Athens Conference 2016,
volume IV-2/W1 of ISPRS Annals of the
Photogrammetry, Remote Sensing and Spa-
tial Information Sciences, pages 155-162,
Athens, Greece, October 2016. ISPRS.
10.5194/isprs-annals-IV-2-W1-155-2016.

B. Bach, P. Dragicevic, D. Archambault,
C. Hurter, and S. Carpendale. A review
of temporal data visualizations based on
space-time cube operations. In R. Borgo,
R. Maciejewski, and I. Viola, editors, Euro-
graphics Conference on Visualization (Euro-
Vis). The Eurographics Association, 2014.
10.2312/eurovisstar.20141171.

Benjamin Bach, Pierre Dragicevic, Do-
minique  Archambault,  Christophe
Hurter, and Sheelagh Carpendale. A
descriptive framework for temporal
data visualizations based on generalized
space-time cubes.  Computer Graphics
Forum, 2016. 10.1111/cgf.12804.

Umit Basoglu and Joel Morrison. The ef-
ficient hierarchical data structure for the
US historical boundary file. In Geof-
frey Dutton, editor, Harvard Papers on Ge-
ographic Information Systems, volume 4.
Addison-Wesley, 1978.

Enrico Betti. Sopra gli spazi di un nu-
mero qualunque di dimensioni. Annali

25



di Matematica pura ed applicata, 4:140-158,
1871.

H. Bieri and W. Nef. Elementary set op-
erations with d-dimensional polyhedra.
In Hartmut Noltemeier, editor, Compu-
tational Geometry and its Applications, vol-
ume 333 of Lecture Notes in Computer Sci-
ence, pages 97-112. Springer Berlin Hei-
delberg, 1988. 10.1007/3-540-50335-8_28.

Moshe Blank, Lena Gorelick, Eli Shecht
man, Michal Irani, and Ronen Basri. Ac-
tions as space-time shapes. In Proceedings
of the 10th IEEE International Conference on
Computer Vision, 2005.

Erik Brisson. Representing geometric struc-
tures in d dimensions: topology and or-
der. Discrete e> Computational Geometry, 9:
387-426, 1993. 10.1007/BF02189330.

Pin-Shan Chen. The entity-relationship
model—toward a unified view of data.
ACM Transactions on Database Systems, 1(1):

9-36, 1976. 10.1145/320434.320440.

Nicholas R. Chrisman. The role of quality
information in the long-term function-
ing of a geographic information system.
Cartographica, 1983.

Christophe Claramunt and Marius Théri-
ault. Managing time in GIS: An event-
oriented approach. In James Clifford and
Alexander Tuzhilin, editors, Proceedings
of the International Workshop on Temporal
Databases, pages 23-42, 1995.

Christophe Claramunt, Christine Parent,
Stefano Spaccapietra, and Marius Théri-
ault. Database modelling for environ-
mental and land use changes. In John
Charles Harold Stillwell, Stan Geertman,
and Stan Openshaw, editors, Geographi-
cal Information and Planning, Advances in
Spatial Science, chapter 10, pages 181-
202. Springer Berlin / Heidelberg, 1999.
10.1007/978-3-662-03954-0_10.

Lidija Comi¢ and Leila de Floriani. Model-
ing and Manipulating Cell Complexes in Two,
Three and Higher Dimensions, volume 2 of
Lecture Notes in Computational Vision and
Biomechanics, chapter 4, pages 109-144.
Springer, 2012. 10.1007/978-94-007-4174-
4_4.

H. Couclelis. Space, time, geography. In
Paul A. Longley, Michael F. Goodchild,
David J. Maguire, and David W. Rhind,
editors, Geographical Information Systems,
chapter 2, pages 29-38. John Wiley &
Sons, 1999.

Guillaume Damiand and Pascal Lienhardt.
Combinatorial Maps: Efficient Data Struc-
tures for Computer Graphics and Image Pro-
cessing. CRC Press, 2014.

Mark de Berg, Marc van Kreveld, Mark
Overmars, and Otfried Schwarzkopf.
Computational Geometry: Algorithms and
Applications. Springer-Verlag, 3rd edition,
2008. 10.1007/978-3-540-77974-2.

Urska Demsar and Arzu Coltekin. Quan-
tifying the interactions between eye and
mouse movements on spatial visual in-
terfaces through trajectory visualisations.
In Proceedings of the Workshop on Analysis
of Movement Data at GIScience 2014, 2014.
10.5167/uzh-105671.

Urska Demsar, Kevin Buchin, E. Emiel
van Loon, and Judy Shamoun-Baranes.
Stacked space-time densities: a geovisual-
isation approach to explore dynamics of
space use over time. Geolnformatica, 19(1):
85-115, 2015. 10.1007/510707-014-0207-5.

René Descartes. Discours de la méthode. Jan
Maire, Leyde, 1637.

A. A. Diakité, Guillaume Damiand, and
D. van Maercke. Topological reconstruc-
tion of complex 3d buildings and auto-
matic extraction oflevels of detail. In Pro-
ceedings of the 2nd Eurographics Workshop
on Urban Data Modelling and Visualisation,
2014. 10.2312/udmv.20141074.

Abdoulaye Abou Diakité. Application des
cartes combinatoires a la modélisation
géométrique et sémantique des bdtiments.
PhD thesis, Université Claude Bernard -
Lyon], 2015.

Joni A. Downs, Mark W. Horner, Gar-
rett Hyzer, David Lamb, and Rebecca
Loraamm. Voxel-based probabilis-
tic space-time prisms for analysing
animal movements and habitat use.
International Journal of Geographical In-
formation Science, 28(5):875-890, 2014.
10.1080/13658816.2013.850170.

26



Matthew P. Dube and Max J. Egenhofer.
An ordering of convex topological re-
lations. In Ningchuan Xiao, Mei-Po
Kwan, Michael E Goodchild, and Shashi
Shekhar, editors, Geographic Information
Science, volume 7478 of Lecture Notes in
Computer Science, pages 72-86. Springer
Berlin Heidelberg, 2012. 10.1007/978-3-
642-33024-7_6.

John Earman. How to talk about the topol-
ogy of time. Noiis, 11(3):211-226, 1977.
10.2307/2214763.

Max J. Egenhofer and R. D. Franzosa.
Point-set topological spatial relations.
International Journal of Geographical In-
formation Systems, 5(2):161-174, 1991.
10.1080/02693799108927841.

Martin Erwig and Markus Schneider.
Spatio-temporal predicates. IEEE Trans-
actions on Knowledge and Data Engineer-
ing, 14(4):881-901, July/August 2002.
10.1109/TKDE.2002.1019220.

Martin Erwig, Ralf Hartmut Giiting,
Markus Schneider, and Michalis Vazir-
giannis.  Spatio-temporal data types:
An approach to modeling and querying
moving objects in databases. Geolnfor-
matica, 3(3):269-296, September 1999.
10.1023/A:1009805532638.

Vincenzo Ferrucci.  Generalised extru-
sion of polyhedra. In 2nd ACM Solid
Modelling ’93, pages 35-42. ACM, 1993.
10.1145/164360.164376.

Andrew U. Frank. Four-dimensional rep-
resentation in human cognition and
difficulties with demonstrations: A
commentary on wang. Spatial Cogni-
tion e» Computation, 14:114-120, 2014.
10.1080/13875868.2014.885526.

Antony Galton. Fields and objects in space,
time, and space-time.  Spatial Cogni-
tion and Computation, 4(1):39-68, 2004.
10.1207/5154276335CC0401_4.

C. M. Gold, J. Nantel, and W. Yang. Outside-
in: an alternative approach to forest map
digitizing. International Journal of Geo-
graphical Information Systems, 10(3):291-
310, 1996. 10.1080/02693799608902080.

27

Christopher M. Gold. Data structures for
dynamic and multidimensional GIS. In
Proceedings of the 4th ISPRS Workshop on
Dynamic and Multi-dimensional GIS, pages
36-41, Pontypridd, Wales, UK, 2005.

Joachim Gudmundsson, Patrick Laube, and
Thomas Wolle. Movement patterns in
spatio-temporal data. In Encyclopedia
of GIS, pages 726-732. Springer Science,
2008. 10.1007/978-0-387-35973-1_823.

Ralf Hartmut Giiting, Michael H. Bohlen,
Martin Erwig, Christian S. Jensen,
Nikos A. Lorentzos, Markus Schneider,
and Michalis Vazirgiannis. @ A foun-
dation for representing and querying
moving objects. ACM Transactions on
Database Systems, 25(1):1-42, March 2000.

10.1145/352958.352963.

Torsten Hégerstrand. What about people
in regional science?  Papers of the Re-
gional Science Association, 24(1):6-21, 1970.
10.1111/j.1435-5597.1970.tb0146 4.X.

Pierre Hallot and Roland Billen. General-
ized life and motion configurations rea-
soning model. In International Worshop
on Moving Objects: From Natural to Formal
Language, 2008.

Torill Hamre, Khalid Azim Mughal, and
Anita Jacob. A 4D marine data model:
Design and application in ice monitor-
ing.  Marine Geodesy, 20(2-3):121-136,
1997. 10.1080/01490419709388100.

Andrew J. Hanson and Daniel Weiskopf. Vi-
sualizing relativity. Siggraph 2001 Tuto-
rial, 2001.

Allen Hatcher. Algebraic Topology. Cam-
bridge University Press, 2002.

Jon S. Horne, Edward O. Garton, Stephen M.
Krone, and Jesse S. Lewis. Analyz-
ing animal movements using Brownian
bridges. Ecology, 88(9):2354-2363, 2007.
10.1890/06-0957.1.

Kathleen Hornsby and Max J. Egenhofer.
Modeling moving objects over multi-
ple granularities. Annals of Mathemat-
ics and Artificial Intelligence, 36(1-2), 2002.
10.1023/A:1015812206586.



Gary J. Hunter and lan P. Williamson.
The development of a historical cadas-
tral database. International Journal of Ge-
ographical Information Systems, 4(2):169-
179, 1990. 10.1080/02693799008941538.

ISO.  Geographic Information — Spatial
Schema. International Organization for
Standardization, February 2003a.

ISO. Geographic information — Temporal
schema. International Organization for
Standardization, February 2005b.

Jixiang Jiang and Michael Worboys.
Eventi#based topology for dynamic pla-
nar areal objects. International Journal of
Geographical Information Science, 23(1):33-
60, 2009. 10.1080/13658810802577247.

Robert Kowalski and Marek Sergot. A
logic-based calculus of events.  New
Generation Computing, 4:67-95, 1986.
10.1007/BF03037383.

Menno-Jan Kraak. The space-time cube re-
visited from a geovisualization perspec-
tive. In Proceedings of the 21st International
Cartographic Conference, pages 1988-1996,
2003.

Gail Langran. Producing answers to spatial
questions. In Auto-Carto 10: Technical Pa-
pers of the 1991 ACSM-ASPRS Annual Con-
vention, 1991.

Gail Langran and Nicholas R. Chrisman. A
framework for temporal geographic in-
formations.  Cartographica, 25(3):1-14,
1988.

Roberto Lattuada. A triangulation based
approach to three dimensional geoscientific
modelling. PhD thesis, Department of Ge-
ography, Birkbeck College, University of
London, UK, 1998.

Hai Ha Le. Spatio-temporal data con-
struction. ISPRS International Journal of
Geo-Information, 2:837-853, August 2013.
10.3390/ijgi2030837.

Hugo Ledoux and Christopher M. Gold.
Modelling three-dimensional geoscien-
tific fields with the Voronoi diagram and
its dual.  International Journal of Geo-
graphical Information Science, 22(5):547-
574, 2008. 10.1080/13658810701517120.

Pascal Lienhardt. n-dimensional gen-
eralized combinatorial maps and cel-
lular quasi-manifolds. International
Journal of Computational  Geometry
and Applications, 4(3):275-324, 1994.
10.1142/S0218195994000173.

Pascal Lienhardt, Xavier Skapin, and An-
toine Bergey. Cartesian product of sim-
plicial and cellular structures. Inter-
national Journal of Computational Geome-
try and Applications, 14(3):115-159, 2004.
10.1142/S0218195904001408.

Gérard Ligozat. Towards a general charac-
terization of conceptual neighborhoods
in temporal and spatial reasoning. In Pro-
ceedings of the AAAI workshop on spatial and
temporal reasoning, pages 745-750, 1994.

Martti Méntyl4. An introduction to solid mod-
eling. Computer Science Press, New York,
USA, 1988.

N. C. Mason, M. A. O’Conaill, and S. B. M.
Bell. Handling four-dimensional geo-
referenced data in environmental GIS.
International Journal of Geographical In-
formation Systems, 8(2):191-215, 1994.
10.1080/02693799408901994.

Hiroshi Masuda. Topological operators
and Boolean operations for complex-
based non-manifold geometric models.
Computer-Aided Design, 25(2), 1993.
10.1016/0010-4485(93)90097-8.

John McCarthy and Patrick J. Hayes. Some
philosophical problems from the stand-
point of artificial intelligence. In Reading
in Artificial Intelligence. Tioga, 1969.

John W. McKenzie, Ian P. Williamson, and
N.WJ. Hazelton. 4-D adaptive GIS: Justifi-
cation and methodologies. Technical re-
port, Department of Geomatics, The Uni-
versity of Melbourne, 2001.

Harvey J. Miller. =~ Modelling accessibil-
ity using space-time prism concepts
within geographical information sys-
tems. International Journal of Geographical
Information Systems, 5(3):287-301, 1991.
10.1080/02693799108927856.

Hermann Minkowski. Die Grundgle-
ichungen fiir die elektromagnetis-
chen Vorginge in bewegten Korpern.

28



Nachrichten von der Gesellschaft der Wis-
senschaften zu Gottingen, Mathematisch-
Physikalische Klasse, pages 53-111, 1908.

M. A. O’Conaill, S. B. M. Bell, and N. C. Ma-
son. Developing a prototype 4D GIS on
a transputer array. ITC Journal, 1:47-54,

1992.

Christine Parent, Stefano Spaccapietra, and
Esteban Zimanyi. Spatio-temporal con-
ceptual models: Data structures + space +
time. In Proceedings of the 7th ACM Sympo-
sium on Advances in Geographic Information

Systems, 1999. 10.1145/320134.320142.

Nikos Pelekis, Babis Theodoulidis, loannis
Kopanakis, and Yannis Theodoridis.
Literature review of spatio-temporal
database models. The Knowledge Engi-
neering Review, 19(3):235-274, September
2004. 10.1017/S026988890400013X.

Thomas K. Peucker and Nicholas R. Chris-
man. Cartographic data strutures. The
American Cartographer, 2(1):55-69, 1975.
10.1145/965143.563306.

Donna J. Peuquet. It's about time: A
conceptual framework for the represen-
tation of temporal dynamics in geo-
graphic information systems. Annals
of the Association of American Geogra-
phers, 84(3):441-461,1994. 10.1111/j.1467-
8306.1994.tb01869.x.

Donna J. Peuquet. = Making space for
time: Issues in space-time data represen-
tation. Geolnformatica, 5(1):11-32, 2001.
10.1023/A:1011455820644.

Donna J. Peuquet and Niu Duan. An
event-based spatiotemporal data model
(ESTDM) for temporal analysis of geo-
graphical data. International Journal of Ge-
ographical Information Science, 9(1):7-24,
1995. 10.1080/02693799508902022.

Simon Pigot and N. W. J. Hazelton. The
fundamentals of a topological model for
a four-dimensional GIS. In Proceedings of
the sth International Symposium on Spatial
Data Handling, pages 580-591, 1992.

M.H. Poincaré. Analysis situs. Journal de
I’Ecole polytechnique, 2(1):1-123, 1895.

Rosanne Price, Nectaria Tryfona, and Chris-
tian S. Jensen. Extended spatiotemporal
uml: Motivations, requirements and con-
structs. Journal of Database Management, 11
(4), 2000. 10.4018 /jdm.2000100102.

A. N. Prior. Time and Modality. Clarendon
Press, 1957.

Yi Qiang, Seyed H Chavoshi, Steven Log-
ghe, Philippe de Maeyer, and Nico van
de Weghe. Multi-scale analysis of linear
data in a two-dimensional space. Informa-
tion Visualization, 13(3):248-263, jul 2014.
10.1177/1473871613477853.

Jonathan Raper. Multidimensional geographic
information science. CRC Press, 2000.

A. Renolen. History graphs: conceptual
modeling of spatio-temporal data. GIS
Frontiers in Business and Science, 2, 1996.

Agnar Renolen. Modelling spatiotemporal
information: The spatiotemporal object
model. Technical report, Norwegian Uni-
versity of Science and Technology, 1997.

Agnar Renolen. Concepts and Methods for
Modelling Temporal and Spatiotemporal In-
formation. PhD thesis, Norwegian Univer-
sity of Science and Technology, 1999.

B. Riemann. Ueber die Hypothesen, welche
der Geometrie zu Grunde liegen. = PhD
thesis, Abhandlungen der Koniglichen
Gesellschaft der Wissenschaften zu Got-
tingen, 1868.

J. Rossignac and M. O’Connor. SGC:
A dimension-independent model for
pointsets with internal structures and
incomplete boundaries. In M. Wosny,
J. Turner, and K. Preiss, editors, Proceed-
ings of the IFIP Workshop on CAD/CAM,
pages 145-180, 1989.

Philip J. Schneider and David H. Eberly. Ge-
ometric Tools for Computer Graphics. Mor-
gan Kaufmann Publishers, 2003.

Jonathan Richard Shewchuk.  General-
dimensional  constrained Delaunay
and constrained regular triangulations,
I: Combinatorial properties.  Discrete
e» Computational Geometry, 39(1003):
580-637, March 2008. 10.1007/s00454-
008-9060-3.

29



Cathy Sohanpanah. Extension of a bound-
ary representation technique for the de-
scription of n dimensional polytopes.
Computers e Graphics, 13(1):17-23, 1989.
10.1016/0097-8493(89)90032-0.

P. A. Story and Michael E Worboys. A
design support environment for spatio-
temporal database applications. In An-
drew U. Frank and Werner Kuhn, edi-
tors, Spatial Information Theory: A Theo-
retical Basis for GIS, volume 988 of Lec-
ture Notes in Computer Science, pages 413-
430. Springer Berlin / Heidelberg, 1995.
10.1007/3-540-60392-1_27.

Yannis Theodoridis, Jefferson R. O. Silva,
and Mario A. Nascimento. On the genera-
tion of spatiotemporal datasets. Technical
report, TimeCenter, January 1999.

Nectaria Tryfona and Christian S.
Jensen. Conceptual data model-
ing for spatiotemporal applications.
Geolnformatica,  3(3):245-268,  1999.

10.1023/A:1009801415799.

N. van de Weghe, B. de Roo, Y. Qiang,
M. Versichele, T. Neutens, and P. de
Maeyer. The continuous spatio-temporal
model (cstm) as an exhaustive framework
for multi-scale spatio- temporal analy-
sis. International Journal of Geographical In-
formation Science, 28(5):1047-1060, 2014.
10.1080/13658816.2014.886329.

Peter van Oosterom. Maintaining consis-
tent topology including historical data in
a large spatial database. In Proceedings of
Auto-Carto 13, 1997.

Peter van Oosterom and Jantien Stoter. 5D
data modelling: Full integration of 2D/3D
space, time and scale dimensions. In
Sara Irina Fabrikant, Tumasch Reichen-
bacher, Marc van Kreveld, and Christoph
Schlieder, editors, Geographic Information

Science: Gth International Conference, GI-
Science 2010, Zurich, Switzerland, Septem-
ber 14-17, 2010. Proceedings, pages 311-
324. Springer Berlin Heidelberg, 2010.
10.1007/978-3-642-15300-6_22.

Herman Varma, H. Boudreau, and
W. Prime. A data structure for spatio-
temporal databases. In Proceedings of the
IHO Review, pages 1-10, 1990.

Monica Wachowicz and Richard G. Healy.
Towards temporality in GIS. In Innova-
tions in GIS. Taylor & Francis, 1994.

M.E Worboys. A model for spatio-temporal
information. In Proceedings of the sth In-
ternational Symposium on Spatial Data Han-
dling, pages 602-611, 1992a.

Michael Worboys. Event-oriented ap-
proaches to geographic phenomena.
International Journal of Geographical
Information Science, 19(1):1-28, 2005.
10.1080/13658810412331280167.

Michael E Worboys. A generic model
for planar geographical objects.  In-
ternational Journal of Geographical In-
formation Systems, 6(5):353-372, 1992b.
10.1080/026937992089019:20.

Michael E Worboys. A unified model
for spatial and temporal information.
The Computer Journal, 37(1):26-34, 1994.
10.1093/comjnl/37.1.26.

Michael E Worboys, Hilary M. Hearnshaw,
and David J. Maguire. Object-oriented
data modelling for spatial databases.
International Journal of Geographical In-
formation Systems, 4(4):369-383, 1990.
10.1080/02693799008941553.

May Yuan. Wildfire conceptual modeling
for building GIS space-time models. In
Proceedings of GIS/LIS’ 94, pages 860-869,
1994.

30



	Introduction
	Related work
	Spatiotemporal models with distinct space and time modelling
	Time as a dimension and the spatiotemporal models considering it as such
	n-dimensional cell complexes and their computer representation
	Construction of spatiotemporal models and the operations on them

	Higher-dimensional modelling
	Applying higher-dimensional modelling to 3D space and time
	What 3D space+time as 4D space looks like
	Spatiotemporal concepts in a higher-dimensional model

	Defining useful 4D operations
	Insert 3D model at a given time
	Select cells in the model
	Extrude selected 3D model along a time interval
	Delete selected cells
	Add or remove a snapshot
	Split or merge cells
	Apply transformation to selected cells at a given time
	Export 3D model

	Conclusions and future work

