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Introduction

The study of statistics involves:

Math
Calculation of 

numbers

How those 

numbers are 

chosen

+ +

1) A new ad for Ben and Jerry’s ice cream introduced in late May resulted in 30% 
increase in ice cream sales for the following 3 months. 

2) The more churches in a city, the more crime there is —> + churches == + crimes 

3) 75% more international marriages are occurring this year than 25 years ago, so our 
society accepts international marriages.

What is wrong with this affirmations:

How the 

results are 

interpreted

+
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Introduction

Statistics are not only facts and figures, but they refer to a 
range of techniques and procedures for analysing, interpreting, 

displaying, and making decisions based on data. 
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A statistical approach

To address the limitations of anecdotes, a statistical approach uses 
tools like: 

1. Data collection 

2. Descriptive Statistics 

3. Exploratory data analysis 

4. Hypothesis testing 

5. Estimation
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Descriptive Statistics

Descriptive statistics are numbers that are used to summarise and 
describe data.  

They just describe the data in numbers, and they do not generalise 
beyond the numbers Table 1. Average salaries for various occupations in 1999.

Descriptive statistics like these offer insight into American society. It is interesting 
to note, for example, that we pay the people who educate our children and who 
protect our citizens a great deal less than we pay people who take care of our feet 
or our teeth.

For more descriptive statistics, consider Table 2. It shows the number of 
unmarried men per 100 unmarried women in U.S. Metro Areas in 1990. From this 
table we see that men outnumber women most in Jacksonville, NC, and women 
outnumber men most in Sarasota, FL. You can see that descriptive statistics can be 
useful if we are looking for an opposite-sex partner! (These data come from the 
Information Please Almanac.)

Table 2. Number of unmarried men per 100 unmarried women in U.S. Metro Areas 
in 1990.

$112,760 pediatricians

$106,130 dentists

$100,090 podiatrists

$76,140 physicists

$53,410 architects,

$49,720 school, clinical, and counseling 
psychologists

$47,910 flight attendants

$39,560 elementary school teachers

$38,710 police officers

$18,980 floral designers

Cities with mostly 
men

Men per 100 
Women

Cities with mostly 
women

Men per 100 
Women

1. Jacksonville, NC 224 1. Sarasota, FL 66

2. Killeen-Temple, TX 123 2. Bradenton, FL 68

3. Fayetteville, NC 118 3. Altoona, PA 69

!16
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Inferential Statistics

They rely on a sample (small subset) of a larger set of data.  

Inferential statistics are the mathematical procedures whereby we 
convert information about the sample into intelligent guesses 
about the population. 

Statistics over Europe population Finite individuals from Europe

Choosing the sample is crucial, but why?
8/43



Inferential Statistics

Inferential statistics are based on: 

1. Assumption of random sampling 

Every member of the population needs to have an equal chance of 
being selected into the sample. 

2. Sample is large enough to represent the population 

More complex sampling: 

Random assignment (medical treatments where the sample is 
divided in two groups), stratified sampling (samples from groups 
with sizes that represent the population) 
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Practice

Which type of sampling would you choose 
for this case? 

Statistics over Europe population Finite individuals from Europe

To figure out who wants to remain in EU and who wants to quit the EU from the country member 

states
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Percentiles
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15131198753

Test scores

Percentile: the 65th percentile can be defined as the lowest score that is greater than 

65% of the scores

How to compute the 25th percentile?

1. Compute the rank:

2. R is integer —> percentile is the number with that rank 

    R is not an integer —> 25th percentile
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Distributions

Table 2. Response Times

The solution to this problem is to create a grouped frequency distribution. In a 
grouped frequency distribution, scores falling within various ranges are tabulated. 
Table 3 shows a grouped frequency distribution for these 20 times.

Table 3. Grouped frequency distribution

Grouped frequency distributions can be portrayed graphically. Figure 3 shows a 
graphical representation of the frequency distribution in Table 3. This kind of graph 
is called a histogram. Chapter 2 contains an entire section devoted to histograms.
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�
Figure 3. A histogram of the grouped frequency distribution shown in Table 

3. The labels on the X-axis are the middle values of the range they 
represent.

Probability Densities 

The histogram in Figure 3 portrays just DL's 20 times in the one experiment he 
performed. To represent the probability associated with an arbitrary movement 
(which can take any positive amount of time), we must represent all these potential 
times at once. For this purpose, we plot the distribution for the continuous variable 
of time. Distributions for continuous variables are called continuous distributions. 
They also carry the fancier name probability density. Some probability densities 
have particular importance in statistics. A very important one is shaped like a bell, 
and called the normal distribution. Many naturally-occurring phenomena can be 
approximated surprisingly well by this distribution. It will serve to illustrate some 
features of all continuous distributions.

An example of a normal distribution is shown in Figure 4. Do you see the 
“bell”? The normal distribution doesn't represent a real bell, however, since the left 
and right tips extend indefinitely (we can't draw them any further so they look like 
they've stopped in our diagram). The Y-axis in the normal distribution represents 
the “density of probability.” Intuitively, it shows the chance of obtaining values 
near corresponding points on the X-axis. In Figure 4, for example, the probability 
of an observation with value near 40 is about half of the probability of an 
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Continuous distributions: we focus in 

them because they are similar to geo-

spatial data. For example a list of 

response times to perform an activity 

(table 2)
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Distributions

�
Figure 3. A histogram of the grouped frequency distribution shown in Table 

3. The labels on the X-axis are the middle values of the range they 
represent.

Probability Densities 

The histogram in Figure 3 portrays just DL's 20 times in the one experiment he 
performed. To represent the probability associated with an arbitrary movement 
(which can take any positive amount of time), we must represent all these potential 
times at once. For this purpose, we plot the distribution for the continuous variable 
of time. Distributions for continuous variables are called continuous distributions. 
They also carry the fancier name probability density. Some probability densities 
have particular importance in statistics. A very important one is shaped like a bell, 
and called the normal distribution. Many naturally-occurring phenomena can be 
approximated surprisingly well by this distribution. It will serve to illustrate some 
features of all continuous distributions.

An example of a normal distribution is shown in Figure 4. Do you see the 
“bell”? The normal distribution doesn't represent a real bell, however, since the left 
and right tips extend indefinitely (we can't draw them any further so they look like 
they've stopped in our diagram). The Y-axis in the normal distribution represents 
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• This is a distribution of continuous 

variable, which is also called: 

“probability density (function) 

(pdf)”

observation with value near 50. (For more information, see Chapter 7.)  
 

�
Figure 4. A normal distribution.

 
Although this text does not discuss the concept of probability density in detail, you 
should keep the following ideas in mind about the curve that describes a 
continuous distribution (like the normal distribution). First, the area under the 
curve equals 1. Second, the probability of any exact value of X is 0. Finally, the 
area under the curve and bounded between two given points on the X-axis is the 
probability that a number chosen at random will fall between the two points. Let us 
illustrate with DL's hand movements. First, the probability that his movement takes 
some amount of time is one! (We exclude the possibility of him never finishing his 
gesture.) Second, the probability that his movement takes exactly 
598.956432342346576 milliseconds is essentially zero. (We can make the 
probability as close as we like to zero by making the time measurement more and 
more precise.) Finally, suppose that the probability of DL's movement taking 
between 600 and 700 milliseconds is one tenth. Then the continuous distribution 
for DL's possible times would have a shape that places 10% of the area below the 
curve in the region bounded by 600 and 700 on the X-axis.

20 40 60 80

!45

• Some pdfs have particular importance in statistics, such 

as the normal distribution —> because many naturally-

occurring phenomena can be approximated surprisingly 

well by this distribution. 

• What is the area under the curve?
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Distributions

• The distribution that your data follows gives you already a lot of information regarding 

the data you are dealing with.

Although less common, some distributions have a negative skew. Figure 8 shows 
the scores on a 20-point problem on a statistics exam. Since the tail of the 
distribution extends to the left, this distribution is skewed to the left.

�
Figure 8. A distribution with negative skew. This histogram shows the 

frequencies of various scores on a 20-point question on a statistics 
test.
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A continuous distribution with a negative skew is shown in Figure 9.

�
Figure 9. A continuous distribution with a negative skew.

The distributions shown so far all have one distinct high point or peak. The 
distribution in Figure 10 has two distinct peaks. A distribution with two peaks is 
called a bimodal distribution.
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Figure 10. Frequencies of times between eruptions of the Old Faithful 
geyser. Notice the two distinct peaks: one at 1.75 and the other at 
4.25.

Distributions also differ from each other in terms of how large or “fat” their tails 
are. Figure 11 shows two distributions that differ in this respect. The upper 
distribution has relatively more scores in its tails; its shape is called leptokurtic. 
The lower distribution has relatively fewer scores in its tails; its shape is called 
platykurtic.
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Shapes of Distributions 

Distributions have different shapes; they don't all look like the normal distribution 
in Figure 4. For example, the normal probability density is higher in the middle 
compared to its two tails. Other distributions need not have this feature. There is 
even variation among the distributions that we call “normal.” For example, some 
normal distributions are more spread out than the one shown in Figure 4 (their tails 
begin to hit the X-axis further from the middle of the curve --for example, at 10 
and 90 if drawn in place of Figure 4). Others are less spread out (their tails might 
approach the X-axis at 30 and 70). More information on the normal distribution 
can be found in a later chapter completely devoted to them.

The distribution shown in Figure 4 is symmetric; if you folded it in the 
middle, the two sides would match perfectly. Figure 5 shows the discrete 
distribution of scores on a psychology test. This distribution is not symmetric: the 
tail in the positive direction extends further than the tail in the negative direction. A 
distribution with the longer tail extending in the positive direction is said to have a 
positive skew. It is also described as “skewed to the right.”

�
Figure 5. A distribution with a positive skew. 

Figure 6 shows the salaries of major league baseball players in 1974 (in thousands 
of dollars). This distribution has an extreme positive skew.

0

30

60

90

120

150

45 55 65 75 85 95 105 115 125 135 145 155 165

Fr
eq

ue
nc

y

!46

�
Figure 6. A distribution with a very large positive skew.

A continuous distribution with a positive skew is shown in Figure 7.

�
Figure 7. A continuous distribution with a positive skew.
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Significance

Plenty of times in statistics we compare two sets of data or 
distributions looking for significant differences. Some of the questions 
we ask are:  

• If the two groups have different means, what about other summary statistics, 

like median and variance? Can we be more precise about how the groups differ?  

• Is it possible that the difference we saw could occur by chance, even if the 

groups we compared were actually the same? If so, we would conclude that the 

effect was not statistically significant.  

• Is it possible that the apparent effect is due to selection bias or some other 

error in the experimental setup? If so, then we might conclude that the effect is 

an artefact; that is, something we created (by accident) rather than found.  
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Mean and Variance

• Mean: if you have a sample of n values, xi, the mean, μ, is the sum of the values 

divided by the number of values:  

• Variance: in the same way that the mean describes the central tendency, the 

variance describes the spread. The variance can be calculated as:  

• Standard deviation: is the square root fo the variance: 

16/43



Practice

Go to Gitlab if you haven’t already download the materials.  

Download the scripts and data inside folder “lectureA1” and the folder 
“data”. 

Keep these, we will use them in future lectures. 

Compute mean, variance and standard deviation using standard libraries 
from python for wind direction and wind speed!
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Practice

The best way to learn statistics is to find a set of data that are 

interesting for you.  

For next Tuesday, I would like you to:  

1) Think about and find a set of data that you think might be 

interesting to analyse and try to pose a question you are curious 

about. 

An example from thinkStats:  

“Do first babies arrive late” —> National Survey of Family Growth 

(NSFG)  

You could think in sports results, COVID data, meteorological data, 

look at the 4TU repository… 

2) Use the data to compute mean, variance and standard deviation 

with python for some of the dataset variables (not using predefined 

functions) and put it on Git! 
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Practice

The best way to learn statistics is to find a set of data that are 

interesting for you.  

For next Tuesday, I would like you to:  

1) Think about and find a set of data that you think might be 

interesting to analyse and try to pose a question you are curious 

about. 

An example from thinkStats:  

“Do first babies arrive late” —> National Survey of Family Growth 

(NSFG)  

You could think in sports results, COVID data, meteorological data, 

look at the 4TU repository… 

2) Use the data to compute mean, variance and standard deviation 

with python for some of the dataset variables (not using predefined 

functions) and put it on Git! 

Formative!!! (but 
beneficial for final 

assignment)
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Histograms

It is a graphical method for displaying the shape of a distribution. This 
type of visualisation is particularly useful with a lot of data/
observations. 

•

To create this table, the range of scores was broken into intervals, called class 
intervals. The first interval is from 39.5 to 49.5, the second from 49.5 to 59.5, etc. 
Next, the number of scores falling into each interval was counted to obtain the 
class frequencies. There are three scores in the first interval, 10 in the second, etc.

Class intervals of width 10 provide enough detail about the distribution to be 
revealing without making the graph too “choppy.” More information on choosing 
the widths of class intervals is presented later in this section. Placing the limits of 
the class intervals midway between two numbers (e.g., 49.5) ensures that every 
score will fall in an interval rather than on the boundary between intervals.

In a histogram, the class frequencies are represented by bars. The height of each 
bar corresponds to its class frequency. A histogram of these data is shown in Figure 
1.

�
Figure 1. Histogram of scores on a psychology test.
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Choice of bin number (Rice):

Choice of bin width:

Experiment with the data and width to 
choose the histogram that 
communicates best the shape of the 
distribution
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Histograms

Now it is your turn to experiment. These are two wind measurement 
series with a frequency of 10s at 15m height.  

What can your say already about the time series?
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Practice

Go to Gitlab if you haven’t already download the materials.  

Download the scripts and data inside folder “lectureA1” 

Try changing the number of bins in the histogram, use Rice’s rule and 
then try to increase it or reduce it.  

Comment with the class, what do you see? How many bins are 
necessary to extract conclusions about the data? 

How can you normalise the frequency?
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Histograms

Now it is your turn to experiment. These are two wind measurement 
series with a frequency of 10s at 15m height.  
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Histograms

We can also plot the envelope of the histogram as you can see in the 
leftmost plot 

Cumulative density functions (cdf, rightmost plot) are very useful to 
determine locations for confidence intervals in statistics.  
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Frequency polygons

Graphical device for understanding the shapes of distributions, 
specially useful to compare diverse distributions. 

They normally provide the same kind of information as histogram 
plots.  

difference in distributions for the two targets is again evident.  

 �
Figure 4. Overlaid cumulative frequency polygons.
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Box plots

Box plots are useful for identifying outliers and for comparing 
distributions 

Steps to construct a box plot: 

1. Compute 25th (Q1), 50th (Q2) and 75th (Q3) percentiles in the 
distribution scores. 

2. Compute distance between Q3 and Q1 (Interquartile Range, IQR). 

3. Compute the whiskers:  

3.1. Q1-1.5IQR and Q3+1.5IQR 

3.2. Find the largest value below upper whisker and smallest value 
above lower whisker 

4. Compute outliers, values outside the whiskers 

5. Add means in the plot
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Box plots

Table 1. Women's times.

For these data, the 25th percentile is 17, the 50th percentile is 19, and the 75th 
percentile is 20. For the men (whose data are not shown), the 25th percentile is 19, 
the 50th percentile is 22.5, and the 75th percentile is 25.5.

�

Figure 1. The first step in creating box plots.

Before proceeding, the terminology in Table 2 is helpful.

Table 2. Box plot terms and values for women's times.
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distribution of colours in plot.

1. Compute 25th (Q1), 50th (Q2) and 75th (Q3) percentiles in the distribution scores.
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For these data, the 25th percentile is 17, the 50th percentile is 19, and the 75th 
percentile is 20. For the men (whose data are not shown), the 25th percentile is 19, 
the 50th percentile is 22.5, and the 75th percentile is 25.5.
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Box plots

Table 1. Women's times.

For these data, the 25th percentile is 17, the 50th percentile is 19, and the 75th 
percentile is 20. For the men (whose data are not shown), the 25th percentile is 19, 
the 50th percentile is 22.5, and the 75th percentile is 25.5.
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2. Compute distance between Q3 and Q1 (Interquartile Range, IQR).

3. Compute the whiskers: 

�

Figure 2. The box plots with the whiskers drawn.

Although we don't draw whiskers all the way to outside or far out values, we still 
wish to represent them in our box plots. This is achieved by adding additional 
marks beyond the whiskers. Specifically, outside values are indicated by small 
“o's” and far out values are indicated by asterisks (*). In our data, there are no far-
out values and just one outside value. This outside value of 29 is for the women 
and is shown in Figure 3.
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Box plots

Table 1. Women's times.

For these data, the 25th percentile is 17, the 50th percentile is 19, and the 75th 
percentile is 20. For the men (whose data are not shown), the 25th percentile is 19, 
the 50th percentile is 22.5, and the 75th percentile is 25.5.

�

Figure 1. The first step in creating box plots.

Before proceeding, the terminology in Table 2 is helpful.

Table 2. Box plot terms and values for women's times.
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Times in seconds to identify 
distribution of colours in plot.

4. Compute outliers, values outside the whiskers

5. Add means in the plot

�
Figure 4. The completed box plots.

Figure 4 provides a revealing summary of the data. Since half the scores in a 
distribution are between the hinges (recall that the hinges are the 25th and 75th 
percentiles), we see that half the women's times are between 17 and 20 seconds 
whereas half the men's times are between 19 and 25.5 seconds. We also see that 
women generally named the colors faster than the men did, although one woman 
was slower than almost all of the men. Figure 5 shows the box plot for the women's 
data with detailed labels.
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Practice

Using the wind data provided in the previous exercise, construct the 
box plots for the wind speed and wind direction variables. 
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Bar charts

Bar charts are particularly effective for showing change over time, 
specially over long times. 

Figure 3. Percent change in the CPI over time. Each bar represents percent increase 
for the three months ending at the date indicated.

Bar charts are often used to compare the means of different experimental 
conditions. Figure 4 shows the mean time it took one of us (DL) to move the cursor 
to either a small target or a large target. On average, more time was required for 
small targets than for large ones.

�
Figure 4. Bar chart showing the means for the two conditions.

Although bar charts can display means, we do not recommend them for this 
purpose. Box plots should be used instead since they provide more information 
than bar charts without taking up more space. For example, a box plot of the 
cursor-movement data is shown in Figure 5. You can see that Figure 5 reveals more 
about the distribution of movement times than does Figure 4.
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�
Figure 2. Percent increase in three stock indexes from May 24th 2000 to 

May 24th 2001.

Bar charts are particularly effective for showing change over time. Figure 3, for 
example, shows the percent increase in the Consumer Price Index (CPI) over four 
three-month periods. The fluctuation in inflation is apparent in the graph.

�

-30

-22.5

-15

-7.5

0

7.5

15

Dow Jones S & P Nasdaq
P

er
ce

nt
 In

cr
ea

se

0

1.5

3

4.5

 July 2000  October 2000  January 2001  April 2001

C
P

I %
 In

cr
ea

se

!102

33/43



Bar charts

Bar charts are particularly effective for showing change over time, 
specially over long times. 
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to either a small target or a large target. On average, more time was required for 
small targets than for large ones.
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Although bar charts can display means, we do not recommend them for this 
purpose. Box plots should be used instead since they provide more information 
than bar charts without taking up more space. For example, a box plot of the 
cursor-movement data is shown in Figure 5. You can see that Figure 5 reveals more 
about the distribution of movement times than does Figure 4.
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Bar charts are particularly effective for showing change over time. Figure 3, for 
example, shows the percent increase in the Consumer Price Index (CPI) over four 
three-month periods. The fluctuation in inflation is apparent in the graph.
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specially over long times. 

Figure 3. Percent change in the CPI over time. Each bar represents percent increase 
for the three months ending at the date indicated.

Bar charts are often used to compare the means of different experimental 
conditions. Figure 4 shows the mean time it took one of us (DL) to move the cursor 
to either a small target or a large target. On average, more time was required for 
small targets than for large ones.
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Figure 4. Bar chart showing the means for the two conditions.

Although bar charts can display means, we do not recommend them for this 
purpose. Box plots should be used instead since they provide more information 
than bar charts without taking up more space. For example, a box plot of the 
cursor-movement data is shown in Figure 5. You can see that Figure 5 reveals more 
about the distribution of movement times than does Figure 4.

0

200

400

600

800

Small Target Large Target

M
ea

n 
Ti

m
e 

(m
se

c)

!103

�
Figure 2. Percent increase in three stock indexes from May 24th 2000 to 

May 24th 2001.

Bar charts are particularly effective for showing change over time. Figure 3, for 
example, shows the percent increase in the Consumer Price Index (CPI) over four 
three-month periods. The fluctuation in inflation is apparent in the graph.
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Overview

• Histograms 

• Frequency Polygons 

• Box Plots 

• Line Graphs 

• Scatter/dot plots
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Line graphs

Line graphs are particularly effective for showing change over time as 
well, and they only make sense when both X and Y axes display 
ordered. For example for time series of measurements: 
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Overview

• Histograms 

• Frequency Polygons 

• Box Plots 

• Line Graphs 

• Scatter/dot plots
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Scatter/dot plots

Scatter plots can be used in the variety of ways. When presenting 
experiments, the first plot normally used is typically a scatter point, 
since we perform discrete measurements most of the time. 

It is very easy to combine data together through legends.

�

Figure 3. A dot plot showing the number of people playing various card games on a 
Sunday and on a Wednesday.
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�

Figure 4. An alternate way of showing the number of people playing various card 
games on a Sunday and on a Wednesday.

The dot plot in Figure 4 makes it easy to compare the days of the week for specific 
games while still portraying differences among games.
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Lesson Z1 

Linux basics & console



Linux basics & console

Does anyone worked  with 

Linux before?
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Linux basics & console
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Linux basics & console
Files system is a tree: 

[ibm.com
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Linux basics & console

pwd Returning working directory
ls List directory contents
cd Current directory
mkdir Make directories
cd ../../
 Going out from the current directory, two tree layers up
cat ./myfile.txt Concatenate and print files
exit Exit the shell
nano/vim Command line text editors
touch myfile.txt Change a file access and modification times
mv Move files
rm Remove directory entries
tldr Shorter man
apt Annotation processing tool


Ownership of files: 

To see: ls -l 

To change: chmod -+ u/g/a/o r/w/x 

Example: chmod a-rw file1
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