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Recap: SVM in Scikit-Learn

• 3 versions of SVM classifiers are provided
• SVC: commonly used in practice

• NuSVC: similar to SVC, has slightly different yet equivalent 
mathematical formulations and parameter set

• LinearSVC: faster implementation of SVM, but can only adopt 
linear kernels
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Recap: SVC Classifier

• Documentation: 
https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html#sklearn.svm.SVC

• User guide:
https://scikit-learn.org/stable/modules/svm.html#svm-classification
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https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
https://scikit-learn.org/stable/modules/svm.html


SVC: Hyperparameters

• C: the coefficient introduced in soft-margin SVM
• kernel: a trick you can use to transform input features
• class_weight: specify the weight per class
•max_iter: hard limit on iterations within solver, or -1 for no 

limit.
• decision_function_shape: 
• ‘ovr’: one to rest, default
• ‘ovo’: one to one
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RF in Scikit Learn
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• Documentation: 
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html

• User guide:
https://scikit-learn.org/stable/modules/ensemble.html#forest

https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/ensemble.html


RF: Hyperparameters

• Ensemble: RF is a collection of individual tree classifiers
• n_estimators: number of trees in the forest
• Criterion: gini or entropy
•max_features: number of features to start splitting
• Bootstrap: whether bagging is used for building the trees
•max_samples: if bootstrap is true, then this is to determine 

how many max samples to draw from the original dataset 
(with replacement)
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A2: Point Cloud Classification
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A2: Point Cloud Classification

• 500 urban objects
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A2: Point Cloud Classification

• Focus on geometrical properties (color not available)

• Any useful property can be used, but need to make sense!

•What we evaluate: performance, analysis, visualization, 
reasoning……
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A2: Good features
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A2: Good features

• Reasoning by other statistics
• Histogram bins
• Averaged feature values
• ……
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A2: Good features

• Reasoning by visualization

12SVM-Based Classification of Segmented Airborne LiDAR Point Clouds in Urban Areas. Zhang et al., 2013



A2: a Demo
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• Defining an urban object



A2: a Demo

• Overall steps
• Prepare features for each urban 

object, write each object ID with its 
features to a .txt

• Load features from .txt

• Visualize features

• Classification
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A2: a Demo
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• Visualize 2 features to check if they are good



A2: a Demo
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• Visualize 2 features to check if they are good



A2: a Demo
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• SVM Classification



A2: Hyperparameter Tuning
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• Pseudo code of grid searching: 

a = [a1, a2, a3, ……]
b = [b1, b2, b3, ……]
for ai in a:
    for bj in b:
            construct the model M(a, b)
            obtain and record M’s performance
Return the best ai and bj



A2: Learning Curve Plotting
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• Pseudo code: 

check_interval = 0.1 (can also be smaller or larger)
for i in range(1/ check_interval -1):
        train test split ratio = (i+1)* check_interval
        split the data accordingly
        train and test model on the corresponding sets (multiple times) and record the 

(averaged) error rates
Plot the performances as curves



A2: Learning Curve Plotting

• Requirements:
• X axis: training set size (0-500)
• Y axis: classification error
• Two curves need to be present:
• Apparent error rate (on training 

set)
• True error rate (approximated on 

testing set)
• For each experiment, run 

multiple times so that the output 
curves are smooth
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Learning Curve in Scikit-Learn
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https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.learning_curve.html

https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.learning_curve.html


Learning Curve in Scikit-Learn
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Learning Curve in Scikit-Learn
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Learning Curve in Scikit-Learn
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A2 Overview

• You must implement your own functions for grid search and 
learning curve plotting.

• Scikit learn is Not allowed for hyperparameter tuning, and 
learning curve plotting. 

• Visualization of learning curves can be done in Matplotlib or 
other plotting libraries. 
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A2 Visualization of Results

• Using any Google images for your submission is not allowed

26https://en.wikipedia.org/wiki/Learning_curve_(machine_learning)



Questions?
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