
Linear Regression

Liangliang Nan

GEO5017
Machine Learning for the Built Environment

https://3d.bk.tudelft.nl/liangliang/

https://3d.bk.tudelft.nl/courses/geo5017/

https://3d.bk.tudelft.nl/liangliang/
https://3d.bk.tudelft.nl/courses/geo5017/


Agenda

• Linear regression
• The closed-form solution

o Simple linear regression
o Polynomial regression
o Multivariate linear regression

• Solve linear regression by optimization
o Gradient descent
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What is linear regression?

• Given a set of observed values of the independent (input) variables 
and the corresponding values of the dependent (output) variable,
determine a relation between the independent variable(s) and a 
continuous output variable
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Linear regression

• Examples
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Linear regression

• Examples
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Linear regression

• General approach
o Regression function

o Objective
§ Optimize θ such that the approximation

error is minimized
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Example



Different linear regression models

• Simple linear regression
o Only one continuous independent variable

• Polynomial regression
o Only one continuous independent variable

• Multivariate linear regression
o More than one independent variable
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Agenda

• Linear regression
• The closed-form solution

o Simple linear regression
o Polynomial regression
o Multivariate linear regression

• Solving linear regression using optimization techniques
o Gradient descent
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Simple linear regression
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• Ordinary least squares



Simple linear regression
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• Ordinary least squares



Simple linear regression
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• Example



Polynomial regression
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• Model

• Ordinary least squares
o Objective

o Solution can be obtained by solving



Polynomial regression
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• Ordinary least squares



Polynomial regression
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• Ordinary least squares



Polynomial regression
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• Ordinary least squares



Polynomial regression
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• Example



Polynomial regression
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• Example



Multivariate linear regression
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• Model

• Ordinary least squares



Multivariate linear regression
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• Example



Multivariate linear regression
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• Example



Agenda

• Linear regression
• The closed-form solution

o Simple linear regression
o Polynomial regression
o Multivariate linear regression

• Solve linear regression by optimization
o Gradient descent
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Solve linear regression by optimization

• Linear regression

• Objective function
o Sum of squared error
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Solve linear regression by optimization

• Example
o Objective function

§ Sum of squared error

§ Solution
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Solve linear regression by optimization

• Example
o Objective function

§ Sum of squared error

§ Solution
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Gradient descent

• Basic idea
o Take repeated steps in steepest descent direction until the lowest point is reached
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Gradient descent

• Function requirements
o Differentiable
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Gradient descent

• Function requirements
o Differentiable
o Convex
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Gradient descent

• Function requirements
o Differentiable
o Convex
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Example



Gradient descent

• Function requirements
o Differentiable
o Convex
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Example

The function has derivative everywhere
The second derivative is always > 0



Gradient descent

• Function requirements
o Differentiable
o Convex
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Example

:  saddle point 
both first and second derivatives equal to zero 



Gradient descent

• Basic idea
o Take repeated steps in steepest descent direction until the lowest point is reached

§ The opposite direction of the gradient (or approximate gradient) of the function at the current 
point
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Gradient

• Example
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The gradient at point p( 10, 10)



Gradient descent algorithm

• Main steps
1) Start from an initial guess (or even randomly)
2) Calculate the the gradient of the function at current point
3) Make a scaled step in the opposite direction 

to the gradient

1) Repeat 2) and 3) until one of the criteria is met
-) maximum number of iterations reached
-) step size (or the change of the function value) 

is smaller than a given tolerance
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Gradient descent algorithm

• Example: a 1D function
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The first few steps



Gradient descent algorithm

• Parameter update 
• Learning rate η: scales the gradient and thus controls the step size

o Too small
§ Too slow to converge; may reach maximum iteration before convergence

o Too big
§ May not converge to the optimal point (jump around) or even to diverge completely
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Gradient descent algorithm
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• Learning rate



Gradient descent algorithm
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• Use a fixed learning rate
o Try with a large value like 0.1
o Try exponentially lower values: 0.01, 0.001, etc.



Gradient descent algorithm
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• Use a fixed learning rate
o Try with a large value like 0.1
o Try exponentially lower values: 0.01, 0.001, etc.

• Use an adaptive learning rate
o Start with a larger value
o Gradual decrease it



Gradient descent algorithm
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• Challenges 
o Learning rate
o Saddle points



Advanced methods
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• Newton's method
o Second-order derivative is used 
o Take a more direct route

Green: Gradient descent
Red: Newton's method 

Gradient descent

Newton's method 



Solve linear regression using GD

• Objective function
o Always convex
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About A1 - Clustering
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• The points/input to the clustering algorithm
ℎ𝑒𝑖𝑔ℎ𝑡
𝑣𝑜𝑙𝑢𝑚𝑒

𝑎𝑠𝑝𝑒𝑐𝑡 𝑟𝑎𝑡𝑖𝑜
.
.
.



About A1 - Clustering
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• The points/input to the clustering algorithm
• Each point is an N-dimensional vector denoting the features/attributes of an

object (an “object” is a point cloud). For example, p = {height, volume, … }
• We have 500 point clouds, thus the input to the clustering algorithm are 500

points

• Goal
• Put the 500 objects into different groups, such that the same type of objects

are in the same group. The result will not be perfect.

• Evaluation
• After clustering, we manually assign each group a label, so

• To better understand/compare the performance of the clustering algorithms
• To be able to compare the performance with supervised techniques (in Q2 and Q3)



What’s next?
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• Lab: Gradient descent
• Application of gradient descent in geometry processing
• Python code of gradient descent

https://3d.bk.tudelft.nl/courses/geo5017/code/gradient_descent.py

• Next lecture: Bayesian classification & logistic regression

https://3d.bk.tudelft.nl/courses/geo5017/code/gradient_descent.py

